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Background
 Representative prior works, such as DeepStack and Libratus heavily 
rely on counterfactual regret minimization (CFR) to tackle heads-up 
no-limit Poker.

However, this method has the following drawbacks:

● Significant computational and storage resources are required
● It is difficult to expand this to multiplayer
● Game tree compression unavoidably results in the loss of crucial 

information for decision making
● Depend on human expert knowledge



Purpose

To construct an AI solver for Poker solutions, named 
PokerGPT by utilize a lightweight LLM and data from real 
Poker games.

LLM 

By adopting an end-to-end learning method, this method is easy to train 
and significantly more cost-effective than conventional methods.



Method



Method
Data Acquisition
Basic information: This includes the big blind and small blind settings, details of each 
player's seat assignment, their respective chip counts, and the current dealer position.

Dynamic information: For each game, they partition it into distinct stages. 

1. The “PREFLOP” stage, each player receives two private cards, and the first betting 
round begins.

2. The “FLOP”, “TURN”, and “RIVER” stages proceed, community cards are revealed 
in sequence, and the remaining players place their bets.

3. The “SHOWDOWN” stage, private cards are revealed, and the final decisive result 
is determined.

Summary: An overview of the game pool size, the community cards, and each player’s 
earnings is recorded. 
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Data Description
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3. The “SHOWDOWN” stage, private cards are revealed, and the final decisive result 
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Summary: An overview of the game pool size, the community cards, and each player’s 
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Method
Information Filtering

Core information of utmost significance is crucial to be included in the prompt, listed as 
follows: 

● Observable cards: It is necessary to know the 2 private cards and public cards 
exhibited.

● The characteristics of cards: 

-“Suit” means 2 private cards with the same color. 

-“High” means possessing one card higher than ‘9’. 

-“Close” means the difference of 2 cards is less than 5, which can form a “straight”

● The rank of the hand: Since it may be difficult for the LLM to learn to recognize the rank 
of the hand, we simply provide the rank in the prompt.

● Action sequence: Analyzing players’ behavioral patterns plays a pivotal role in 
understanding the psychology and strategy of opponents. 



Method
Information Filtering

Additional information also assists the learning and understanding of our model, 
including: 

● Amounts of blinds: Small and big blinds is important for evaluating both the 
revenue and the risk of Poker games.

● Positions of players: The positional context of a player relative to the dealer, 
coupled with the player’s actions, serves as an indicator of the hand’s strength.

● Number of players: The variation in the number of players within a game 
intensely changes the game structure. 

● Balance: They record each player’s balance through the initial amount and the 
amount each has invested in the pot.

● Discard: This helps their model to determine the remaining players.
● Pot value: This helps LLM understand the concept of odds.
● Stage: The same action in different stages generally has different purposes.



Method
Prompt Engineering



Method
Prompt Selection

Make raw data into prompts

● Data Filtering: Excludes the “SHOWDOWN” stage (when private 
cards are revealed) and cases where a clear winner cannot be 
determined.

● Calculate win rate in milli-big-blinds per hand (mbb/h): Select top 
performers for high-quality training data and Collect data from low 
performing players as negative examples



Method
Prompt Engineering
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Method
Training Process

1. Supervised finetune a pre-trained LLM on small datasets to 
provide specific prior knowledge to this model

2.  Train a reward model using data separated by quality.
3. Apply RLHF to make the fine-tuned LLM in step (1) able to 

understand various human text assisted by the reward model 
in step (2). 



Experiment
Fundamental Step

● Dataset: Processed 1M + games → obtained 120K high-quality 
samples 
Split: 90% training, 10% testing

● Framework: Used DeepSpeed-Chat for efficient training and GPU 
distribution

● Model: Fine-tuned Facebook’s OPT-1.3B(GPT-3 level, Hugging Face)
● Environment: Trained on a single NVIDIA GeForce RTX 3090
● Hyperparameters: Followed DeepSpeed-Chat defaults, mini-batch 

size = 4(due to hardware limits)



Experiment
Comparison with previous works

They compare their performance against Slumbot with 2 previous works.



Experiment
Ablation Results

They verify whether filtering useful information and optimizing prompts 
can improve the performance of PokerGPT.



Experiment
Ablation Results

To evaluate supervised fine-tuning, action prediction ("bet", "fold", "raise", 
"check") is treated as a multi-label classification task. Model performance 
is measured using macro F1 score, which equally weights all action types 
regardless of their frequency.



Experiment
Ablation Results

To evaluate value-related prediction accuracy, all amounts are converted 
to USD and expressed as big blind multiples. Bet/raise values are 
discretized into set multiples {0, 1, 3, 6, 10, 20, 50, 100, all-in}, excluding 
amounts exceeding the player’s balance. Prediction accuracy is assessed 
by frequency analysis and mean squared error (MSE).



Experiment
Ablation Results

Perplexity in Natural Language Processing (NLP) is a measure of how well a 
probability model predicts a sample.

 Assume we have a sequence W with N words, a perplexity is formulated as: 

where W = (w1, w2, ..., wN ) is the sequence of words, and P is the probability.

In the context of language models, a lower perplexity generally indicates the 
model is better at predicting the next word in a sentence.



Experiment
Multiplayer evaluation

To evaluate PokerGPT in multi-player settings, it was tested over 1,000 
games per player count. 



Experiment
Analysis of interaction



Conclusion and future work
● The study explores using large language models (LLMs) for playing Poker.

● PokerGPT is developed through prompt engineering and RLHF fine-tuning on a lightweight 
LLM.

● It supports any number of players and allows user interaction.

● The model achieves competitive win rates with lower training cost and faster inference 
compared to previous methods.

● PokerGPT addresses prior challenges in Poker AI and shows potential in imperfect-information 
games (IIGs).

● Future work includes improving decision explainability using:

○ Human-written action explanations

○ Action probabilities from CFR models

○ Multiple decision candidates



Thank you for your attention!


