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Abstract

a real-time Mario Kart 64 autopilot

two main components

-an omniscient search AI simulates different possible actions and generates a 
training set

-a convolutional neural network (CNN) trains



Introduction

Mario Kart 64

only looking at image of the screen

constantly hold accelerate

return a steering value

learn feature extraction with CNNs



Background / Related Work

Imitation Learning

Reinforcement Learning

Game Playing

Autonomous Vehicles

Mario Kart 64



Method

Bizhawk

emulater

-save/load states

-play for any number of frames

-access in-game memory locations

-save screenshots



Method

Search AI

determine the best steering action

-save current position as root state

-11 different steering values, simulates the results of the gameplay for 30 frames

reward

-a weighted sum of the current progress

-current kart speed







Method

Real-time CNN

-incorporates 5 batch 

-normalization-2D 

-convolution-ReLU layers

-5 dense layers



Method

DAGGER(Dataset Aggregation) Algorithm

-run the search AI

-initialize the weights of the CNN

-playing with predicted steering angles

-randomly pause and run the search AI from current point

-run the search AI for 120 frames and save image-steering angle pairs

-retrain the CNN with new data set





Method

Playing in Real-time

-takes a screenshot

-sends a request to the server

-receives the prediction

-sets the joystick value.



Method
Input Remapping

linearly interpolated our potential angles from range from −128 to 127

issues

-most of this space is a dead-zone

-the horizontal displacement of a turn is not linear w.r.t. the joystick value

solution

-a mapping function J(s) that maps a “steer” input domain s ∈ [−1, 1] to joystick values

- α(s) = (sgn(s) × √(0.24 × |s| + 0.01) + 1) / 2  

- J(s) = floor(−128 × (1 − α(s)) + 127 × α(s))





Results

Quantitative Evaluation

run 10 races in real-time and calculate the mean race time



Results

Qualitative Evaluation

-stable to perturbations by an external force [figure7]

-The steering behavior resembles how a human would play Mario Kart

- AI is able to ignore the information added by new elements, despite never having 
seen those elements before [figure 8]

-situations where the autopilot would slow down

slide against walls or drive on the edge of the road next to sand or grass







Experiments
Image Reflection

-model may not be looking at the curvature of the road

Classification-based Model

-model performed worse than the regression model



Experiments

Training on All Tracks Together

Beam Search

-increased the flexibility of the search AI

-play more difficult map



Conclusion

end to end neural systems can yield good performance as real-time controllers in 
games like Mario Kart 64


