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Abstract
Gaze could be harnessed as a powerful tool for guiding
players. By knowing where players are looking, a game
could provide support players in finding relevant objects.
With this assumption in mind, we made our first steps re-
garding the investigation of gaze-supported player guidance
in a 3D first-person exploration game prototype called Lost
& Found. Specifically, we investigated the feedback chan-
nels that could be combined with a gaze-based guidance
approach. A comparative study was carried out to examine
the impact of visual (i.e., vignette effect on screen), auditory
(i.e., sound cues), and haptic (i.e., controller vibration) feed-
back on the players’ game experience. Results show that
visual and audio feedback appeared to be very appealing
for players, While haptic feedback received relatively low
scores. The next steps involve the development of more
elaborated variants of the visual and auditory feedback.

Author Keywords
Player guidance; gaze-based interactions; feedback types.

CCS Concepts
•Human-centered computing → Interaction techniques;
Interaction devices; HCI design and evaluation methods;
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Introduction
Gaze-based interactions have found their way into the games
domain (e.g., [46, 33, 49, 36, 31, 28, 27, 2, 34, 14, 1, 13])
with the aim to provide players a more intuitive form of
game interaction [44]. Gaze input is mainly employed as a
supporting element or as a complete replacement for other
game input devices [48]. However, we argue that the cur-
rent approaches do not make use of the full potential that
gaze in games could provide. In this paper, we propose
harnessing gaze as a means to guide players in a 3D first
person exploration game called “Lost & Found”. By know-
ing where players are looking, a game could offer support
in case players are lost within a game level. Accurately, this
work describes our first steps in this research area: We fo-
cused on gaining a basic understanding concerning the
experience of visual (i.e., vignette effect on screen), audi-
tory (i.e., sound cues), and haptic (i.e., controller vibration)
feedback integrated into a gaze-based guidance approach.
In doing so, we could build on these findings to create more
elaborated feedback types (e.g., variants of visual feedback,
combination of feedback types).

Figure 1: Screenshots of the game
prototype Lost & Found.

Related Work
In general, player guidance forms a crucial part in shap-
ing the gaming experience and guarantees that a player
is successfully able to master a game without getting frus-
trated or lost [21]. It has the potential to assist players when
it is required and can generate a feeling of autonomy [38].
This aspect requires preserving the equilibrium between
not helping at all and supporting the player too much [21,
45]. Games with an exploration theme, such as What re-
mains of Edith Finch [40], extensively utilize visual signals
to guide players [37]. These games typically consist of visu-
ally complex scenes with a high number of objects that are
designed to encourage exploration. One main challenge for
game artists is to point players in the right direction without

decreasing the challenge that is vital to keep the player’s
interest [9]. Eye-tracking technology could offer a solution
to this matter as gaze data can be collected and analyzed
[41] to guide the players’ gaze into the desired direction.
Insights on gaze-based guidance in the context of games
are hard to find as current research converges around other
media (e.g., images, movies) [23, 30, 12, 29, 10, 5, 24].
One of the few examples can be seen in the work of Bailey
et al. [4], who suggest that gaze direction could be adopted
to guide a player’s gaze into a particular direction, away
from a distinct area in a scene that demands more render-
ing time. Moreover, Ben-Joseph et al. [6] found out that
gaze-based guidance is more effective in helping users to
find an object in a virtual reality (VR) scenario than they
would have without the help of gaze direction techniques.
Unfortunately, detailed information on the quality and inten-
sity of gaze-based guidance in the context of games is not
available. We address this issue by comparing feedback
types of gaze-based interaction in the following sections.

Our Approach
This paper reports on the first steps in the field and aims at
investigating the effects of different feedback modes on the
players’ immersive experience. To solve the issue, we se-
lected a specific genre (i.e., exploration games), which we
deem is very suitable for a gaze-based guidance system.
Exploration games, such as The Vanishing of Ethan Carter
[3], confront players with visually complex game scenarios
and support them through various guidance means (e.g.,
color [7] or animation [21]). This is often done playfully by
challenging players through a specific game mechanic (e.g.,
[42, 11, 35, 32]): The position of crucial game elements
and the distance between them in relation to the player are
only indicated through various feedback modalities (visual,
sound, and haptic) and are not fully revealed. In our case,
we use gaze as the guiding element: Players are guided
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by gaze-based cues that are triggered when the players
look at specific gaze-sensitive areas in the game scenery.
These particular areas do not directly point to the object
of interest, but only hint that the required game element is
concealed somewhere within the vicinity. The withholding
of information and indirect guidance are the main driving
forces for exploration. The first question that we wanted
to address was, which feedback channel (visual, auditory,
haptic) could be combined with gaze to grant players an im-
mersive player experience. To find answers, we carried out
a study that will be described in the following sections.

Game PrototypeFigure 2: Gaze-supported player
guidance in the game Lost and
Found : if players (1) look at a
gaze-sensitive area (2) where a
game object is located (3), they get
feedback via either visual, auditory,
or haptic cues. The closer to the
object, the stronger the feedback.

Figure 3: Condition Visual :
Gaze-supported player guidance
was combined with visual
feedback.

The game, called Lost and Found and used in the com-
parative study, was conceptualized as a first-person explo-
ration game. The game’s design is similar to other explo-
ration games (e.g., [17, 3, 43]), where players are required
to find particular objects to progress in the game. This is
also reflected in the game’s premise: three weeks ago the
player’s avatar moved with his fellow students into a new
flat, and many of his/her belongings are still packaged in
boxes. Unfortunately, after an all-night game session, the
player’s avatar lost all of his/her four keys. Now it is his/her
job to find what happened last night and to retrieve all lost
keys. Players control the game with a Xbox 360 game con-
troller (i.e., left analogue stick for movement & “A-”button for
picking up objects) in conjunction with an eye tracker (i.e.,
guidance feedback). The gaze-supported player guidance
approach was embedded in the following way (see figure
2): To find the four keys, the player could interact with more
than 300 game objects and could scan the area for cues.
During play, the player’s current gaze position was con-
stantly tracked with the help of an eye tracker. If the player
looked at a sensitive gaze area, he/she would get feedback
via either visual, auditory, or haptic cues. It is important to
note that the gaze-sensitive area was designed to foster ex-

ploration. Therefore, it indicated a larger section where one
of the keys was hidden. To address the aspect of proxim-
ity, the feedback intensity was increased when the player
moved closer to the target. To make sure that the game
was perceived as an exciting quest, the level design en-
courages the player to explore the scenery via environmen-
tal storytelling. This was achieved by areas that grant infor-
mation on the protagonist. The feedback is driven through
two dependent parameters: (1) the distance between the
player’s avatar and the gaze-sensitive area (i.e., the effect
only kicks in, when the player is in close distance to a key -
in our case: 2 meters in Unity), (2)the distance between the
gaze and a key in screen space within the gaze-sensitive
area (i.e., the closer the gaze position is in relation to a key,
the stronger the effect - in our case: gradual intensity transi-
tion - 1/2 screen width distance between gaze and key: 0%
effect strength; 0 distance: 100% effect strength).

Comparative Study
A comparative study was set up to investigate the impact
of the proposed approach that consisted of three condi-
tions that differed in the way the player guidance was imple-
mented (i.e., three feedback variants of the gaze-supported
player guidance approach). In the first condition, called Vi-
sual, the gaze-supported player guidance was combined
with visual feedback (see figure 3). To give players a chal-
lenging experience and to include the aspect of exploration,
players got visual feedback through a vignetting effect.
When the player looked at a gaze-sensitive area (where
one of the keys was located), a vignetting screen effect ap-
peared. The closer to the game object, the stronger the
effect was set. In the second condition, Auditory, auditory
cues were linked with gaze input. If the player attended a
gaze sensitive area, a sound cue was played. The closer
the player got to the game object, the higher the volume
and pitch values of the audio component were set. The
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third condition, Haptic, featured vibration feedback provided
by an Xbox360 game controller. If the player gazed at a rel-
evant area, the controller started vibrating. If the player was
far away from the object, the vibration was relatively subtle.
If the player reduced the distance between him/her and the
target, the vibration became stronger. The design rationale
behind the feedback types and the intensity was based on
the categorization by Fagerholt & Lorentzon [16]. A meta-
interface solution was chosen, where guidance representa-
tions can exist on a meta-layer between the player and the
game world. By using a meta interface, our approach can
be integrated into different genres.

Technical Setup
The game prototype was developed with the Unity game
engine [47] in conjunction with the First Person Exploration
Kit [18] that contains building blocks typically present in ex-
ploration games. For the gaze-based input, we used the
Tobii EyeX eye tracker [19] with the Tobii Unity SDK for
Desktop [20]. Regarding the vibration feedback in Hap-
tic, we used the XInput package [22]. The hardware setup
consisted of a desktop PC with a 27-inch monitor and stan-
dard stereo-headphones for sound output. Players used an
Xbox360 controller to play the game.

Participants and Procedure
The experiment was conducted at the University of Applied
Sciences Upper Austria and took about 60 to 80 minutes
per participant. Recruitment of subjects was carried out
by utilizing mailing lists provided by the involved institution.
The experimenters invited subjects by providing informa-
tion on the type of experiment (i.e., experimental study in
the field of games), the study location, and the duration
of the experiment. No incentives were offered. In total, 22
people between the age of 21–46 participated (M=24.82,
SD=3.42), 10 were female. Concerning the procedure: As

a first step, the experimenter provided an introduction (i.e.,
control scheme, eye tracker,). Subjects were given a ques-
tionnaire dealing with basic demographic information (i.e.,
age, gender, playing habits). After that, they played the first
out of three levels. Each level was combined with one of
the three conditions (i.e., Visual, Auditory, Haptic). Both the
level and the conditions were randomized in each playtest
to avoid biases. When the first level was completed, play-
ers were asked about their perceived game experience.
Additionally, participants were asked what they liked and
disliked about the interaction form. Then, the experimenter
presented the second out of three levels, followed by a
questionnaire. All subjects were asked to play all three
conditions (within-subject design). In the end, an informal
interview was carried out.

Measures
The immersive experience questionnaire (IEQ) by Jennett
et al. [26] was employed to measure the perceived immer-
sive game experience. It was used in various studies, such
as Iacovides et al. [25], and measures the experience via
five factors: cognitive involvement (CoIn), real-world dis-
sociation (ReWo), emotional involvement (EmIn), control
(Cont), challenge (Chal), and a single question to indicate
the perceived immersive experience (Imer ) (total: 31 items).
Apart from the IEQ, two open-ended qualitative questions
were asked by the experimenter (“What did you like most
about the game interaction?” and “What did you dislike
most about the game interaction?”).

Results
This section presents the results and is subdivided into
two parts: the first section deals with the analysis of the
quantitative data, while the second section explores themes
based on the carried out interviews.
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Quantitative Data
All analyses were conducted using repeated-measures
analysis of variance (rANOVA). A benefit of the repeated-
measures rANOVA is the limited number of subjects re-
quired. All parametric tests were performed after validating
the data for assumptions of rANOVA use. Reliability of the
scales was good and was calculated via Cronbach’s α. Sig-
nificance was set at α = 0.05. First calculations dealing with
mean values and standard deviations of each IEQ scale
per condition showed that Visual received the highest rat-
ings on all scales, followed by Auditory. Haptic was rated
with the lowest scores. In-depth analysis through pairwise
comparisons (see left box: statistical analysis) revealed that
Visual and Auditory differed significantly concerning Haptic
on most scales. The only exception could be seen in Chal.
Furthermore, no significant difference between Visual and
Auditory on all scales.

Visual Auditory Haptic Cronbach’s α
CoIn 5.30(1.29) 5.15(.93) 4.57(1.09) .92-.80
ReWo 4.62(1.44) 4.38(1.44) 3.83(1.44) .91-.81
EmIn 3.08(1.35) 2.95(1.07) 2.41(.77) .90-.72
Cont 5.20(.99) 5.08(.98) 4.48(.89) .91-.71
Chal 3.89(.99) 3.68(1.18) 3.27(1.09) .92-.71
Imer 7.27(1.52) 6.59(1.40) 3.77(1.15) .82-.73

Table 1: Means and Standard Deviation for CoIn, EmIn, ReWo,
Cont, Chal on a scale from 1 to 7. Imer on a scale from 1 to 10.
Internal consistency of scales is shown by Cronbach’s α.

Statistics (1)

CoIn: Sig. difference: (F3,63 =

7.81, p = .00, η2 = .27); Pair-

wise comparisons: Sig. difference:

Visual (M=5.29, SD=1.29) - Haptic

(M=4.58, SD=1.08 p = .02), No

sig. difference: Visual - Auditory

(M=5.15, SD=.93, p = 1.00)

ReWo: Sig. difference: (F3,63 =

9.69, p = .00, η2 = .32); Pair-

wise comparisons: Sig. difference:

Visual (M=4.63, SD=1.52) - Haptic

(M=3.83, SD=1.44 p = .02). No

sig. difference: Visual - Auditory

(M=4.38, SD=1.44, p = 1.00)

EmIn: Sig. difference: (F3,63 =

10.39, p = .00, η2 = .33); Pair-

wise comparisons: Sig. difference:

Visual (M=3.08, SD=1.35) - Haptic

(M=2.42, SD=.77 p = .01), No

sig. difference: Visual - Auditory

(M=2.85, SD=1.07, p = 1.00)

Cont: Sig. difference: (F3,63 =

20.79, p = .00, η2 = .49); Pairwise

comparisons: Sig. difference: Visual

(M=5.20, SD=.99) - Haptic (M=4.48,

SD=.88 p = .02), No sig. difference:

Visual - Auditory (M=5.08, SD=.98,

p = 1.00)

Analysis of Qualitative Data
Qualitative data was analyzed through a thematic analysis
[8]. Two researchers were involved in the analysis process
that included data review, code generation, search, review,
and define themes. The researchers created a set of initial
research codes that were transferred to three themes.

Feedback quality The interviews revealed that the type of
feedback had an impact on the game experience. Player
17, for instance, mentioned that the vibration feedback di-
minished the feeling of being in the game. When the con-
troller started vibrating, the subject immediately became
aware that she holds a game controller in her hands. Player
21 noted that “I think that vibration feedback is usually used
in games when something negative happens, such as the
game character is taking damage”. Thus, the connection
between haptic feedback and gaze input in an exploration
setting did not seem to be logical. One exception could be
observed in the Chal scale. The perceived challenge was
not affected by the type of feedback. 13 players mentioned
that the gaze-supported conditions gave them a feeling of
being challenged in a positive way.

Feedback consistency Visual was received very positively
by players: One participant (Player 5) noted that the Visual
condition fitted well to the game’s objectives and the visual
theme of the game world. It was rated positively that the
high visual complexity of the game scene was toned down
through a visual element (vignette effect). It appeared to be
more consistent (same modality) and more subtle (visual
element as part of a visually complex scene) in compari-
son to other feedback conditions. Not only the Visual, but
also Auditory condition was perceived positively. However,
players also criticized that, like in the Haptic condition, the
logic behind the connection between the gaze input and the
auditory feedback is hard to grasp.

Feedback Intensity: Not only the type of feedback but also
the intensity was reflected in the interviews. Haptic was felt
as being either too strong or too weak. Furthermore, seven
players did not notice the difference in the vibration inten-
sity, when they got closer to a relevant area. In the Auditory
condition Player 22 commented that “...it was quite domi-
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nant in some situations as only a limited number of sounds
were in the game”. Another player added that it might be
reasonable to lower the intensity of the vignetting effect in
the Visual condition. This issue could be addressed by de-
creasing the vignetting effect.

Discussion
The study showed that Visual seemed to be most appeal-
ing for subjects, as it was described as “consistent” (Player
5), “logical” (Player 16), and “fits the game world” (Player
21). As gaze input was linked to the visual sense, it was
not associated with other senses. What is more, it was
reported that the haptic feedback reduced the feeling of
presence (i.e., being in the game) [39]. It was also noted

Statistics (2)

Chal: Sig. difference: (F3,63 =

15.98, p = .00, η2 = .43); Pairwise

comparisons: No sig. difference:

Visual (M=3.89, SD=.99) - Haptic

(M=3.27, SD=1.09 p = .02), No

sig. difference: Visual - Auditory

(M=3.68, SD=1.18, p = 1.00)

Imer: Sig. difference: (F3,63 =

64.01, p = .00, η2 = .75); Pair-

wise comparisons: Sig. difference:

Visual (M=7.27, SD=1.52) - Haptic

(M=3.77, SD=1.15 p = .00). No

sig. difference: Visual - Auditory

(M=6.59, SD=1.40, p = .11)

several times in the interviews that the chosen genre (i.e.,
exploration game) fits very well to the gaze-based player
guidance. However, we also argue that the proposed ap-
proach is not only suitable for exploration games but also
could be employed in various genres. For instance, it could
be integrated into an action-adventure game with a thief
theme, such as Thief [15], where the player’s goal is to steal
valuable artifacts. The player guidance could indicate the
location of items as well as quest markers. Furthermore, it
would fit into the game’s narrative as the gaze-based feed-
back could be explained as a unique skill of the thief char-
acter (i.e., a particular form of intuition).

Gaze-based player guidance could also be harnessed as
a navigation tool (i.e., a breadcrumb system) in open-world
games, where navigation beacons could lead the player
from one location to the next. These are just a few exam-
ples, where a gaze-based guidance system could add to
the game experience. Although the comparative study led
to some interesting findings, several limitations have to be
acknowledged. First, the paper explored the potentials of
a gaze-based player guidance approach in an exploration

game: to broaden the field of application and to explore the
transferability of the concept thoroughly, further research is
required that deals with the implementation and the evalua-
tion of gaze-based guidance in the context of different game
genres presented. Secondly, it has to be noted that the de-
mographics of the test subjects were relatively narrow, pri-
marily comprising of subjects at the same age with a high
level of education. In future studies, it is planned to include
different age groups in a comparative study. Other types of
feedback (i.e., different forms of visual feedback) and the
combination of different feedback types (e.g., a combina-
tion of auditory and visual feedback) are also not covered in
this paper. Last but not least, the aspect of when the gaze-
based guidance should be enabled was not investigated. It
is anticipated that an adaptive system (i.e., only triggered
when needed) could have an effect on the perceived experi-
ence (especially on challenge).

Conclusion
This paper introduced gaze-based guidance in the con-
text of games and reported on a comparative study that ex-
amined the potential effects of the approach regarding the
game experience in a first-person exploration game. The
gathered data showed that the feedback type influenced
the results. While haptic feedback received relatively low
scores, visual and audio feedback appeared to be very ap-
pealing for players. Regarding future work, it is planned to
investigate the following aspects: As the gathered results
imply that the Visual variant appears to be the most promis-
ing feedback condition, we plan to compare the introduced
approach with other visual gaze guidance strategies (e.g.,
diegetic interface). Another research direction forms the
investigation of multi-modal feedback conditions. Further-
more, we deem that gaze-based player guidance appears
to be a relevant topic in the context of VR.

Joan

Joan

Joan

Joan

Joan

Joan



REFERENCES
1. Mahdieh Abbaszadegan, Sohrab Yaghoubi, and I. Scott

MacKenzie. 2018. TrackMaze: A Comparison of
Head-Tracking, Eye-Tracking, and Tilt as Input Methods
for Mobile Games. In Human-Computer Interaction.
Interaction Technologies, Masaaki Kurosu (Ed.).
Springer International Publishing, Cham, 393–405.

2. Joao Antunes and Pedro Santana. 2018. A Study on
the Use of Eye Tracking to Adapt Gameplay and
Procedural Content Generation in First-Person Shooter
Games. Multimodal Technologies and Interaction 2, 2
(May 2018), 23. DOI:
http://dx.doi.org/10.3390/mti2020023

3. The Astronauts. 2014. The Vanishing of Ethan Carter.
Game [Microsoft Windows]. (26 September 2014). The
Astronauts, Warsaw, Poland. Last played June 2018.

4. Reynold Bailey, Ann McNamara, Nisha Sudarsanam,
and Cindy Grimm. 2009. Subtle gaze direction. ACM
Transactions on Graphics (TOG) 28, 4 (2009), 100.

5. Erhardt Barth, Michael Dorr, Martin Böhme, Karl
Gegenfurtner, and Thomas Martinetz. 2006. Guiding
the mind’s eye: improving communication and vision by
external control of the scanpath. In Human vision and
electronic imaging XI, Vol. 6057. International Society
for Optics and Photonics, 60570D.

6. Eli Ben-Joseph and Eric Greenstein. 2016. Gaze
Direction in Virtual Reality Using Illumination
Modulation and Sound. (2016).

7. Michael Brandse and Kiyoshi Tomimatsu. 2014. Using
Color Guidance to Improve on Usability in Interactive
Environments. In HCI International 2014 - Posters’
Extended Abstracts, Constantine Stephanidis (Ed.).
Springer International Publishing, Cham, 3–8.

8. Virginia Braun and Victoria Clarke. 2006. Using
thematic analysis in psychology. Qualitative Research
in Psychology 3, 2 (2006), 77–101. DOI:
http://dx.doi.org/10.1191/1478088706qp063oa

9. Travis Castillo and Jeannie Novak. 2008. Game
Development Essentials: Game Level Design (1 ed.).
Delmar Learning.

10. Forrester Cole, Douglas DeCarlo, Adam Finkelstein,
Kenrick Kin, R Keith Morley, and Anthony Santella.
2006. Directing Gaze in 3D Models with Stylized Focus.
Rendering Techniques 2006 (2006), 17th.

11. Creative Assembly. 2014. Alien: Isolation. Game
[Microsoft Windows]. (7 October 2014). Creative
Assembly, Horsham, England. Last played January
2018.

12. Björn B de Koning and Halszka Jarodzka. 2017.
Attention guidance strategies for supporting learning
from dynamic visualizations. In Learning from Dynamic
Visualization. Springer, 255–278.

13. Martin Dechant, Ian Stavness, Aristides Mairena, and
Regan L. Mandryk. 2018. Empirical Evaluation of
Hybrid Gaze-Controller Selection Techniques in a
Gaming Context. In Proceedings of the 2018 Annual
Symposium on Computer-Human Interaction in Play
(CHI PLAY ’18). ACM, New York, NY, USA, 73–85.
DOI:http://dx.doi.org/10.1145/3242671.3242699

14. A. T. Duchowski. 2017. Serious gaze. In 2017 9th
International Conference on Virtual Worlds and Games
for Serious Applications (VS-Games). 276–283. DOI:
http://dx.doi.org/10.1109/VS-GAMES.2017.8056614

15. Eidos Montreal. 2014. Thief. Game [Microsoft
Windows]. (28 February 2014). Square Enix, Tokyo,
Japan. Last played May 2018.

http://dx.doi.org/10.3390/mti2020023
http://dx.doi.org/10.1191/1478088706qp063oa
http://dx.doi.org/10.1145/3242671.3242699
http://dx.doi.org/10.1109/VS-GAMES.2017.8056614
Joan



16. Erik Fagerholt and Magnus Lorentzon. 2009. Beyond
the HUD - User Interfaces for Increased Player
Immersion in FPS Games. Master’s thesis. 118.

17. Galactic Cafe. 2013. The Stanley Parable. Game
[Microsoft Windows]. (17 October 2013). Galactic Cafe,
Austin, USA. Last played February 2018.

18. While Fun Games. 2018. Whilefun.com.
http://whilefun.com/fpekit.

19. Tobii Gaming. 2018a. Tobii Eye Tracker 4C. https:
//tobiigaming.com/product/tobii-eye-tracker-4c/.

20. Tobii Gaming. 2018b. Tobii Unity SDK for Desktop.
http://developer.tobii.com/tobii-unity-sdk/.

21. Jeremy Gibson. 2014. Introduction to Game Design,
Prototyping, and Development: From Concept to
Playable Game with Unity and C# (1st ed.).
Addison-Wesley Professional.

22. Remi Gillig. 2018. GitHub - speps/XInputDotNet.
https://github.com/speps/XInputDotNet.

23. Steve Grogorick, Michael Stengel, Elmar Eisemann,
and Marcus Magnor. 2017. Subtle gaze guidance for
immersive environments. In Proceedings of the ACM
Symposium on Applied Perception. ACM, 4.

24. Hajime Hata, Hideki Koike, and Yoichi Sato. 2016.
Visual Guidance with Unnoticed Blur Effect. In
Proceedings of the International Working Conference
on Advanced Visual Interfaces. ACM, 28–35.

25. Ioanna Iacovides, Anna Cox, Richard Kennedy, Paul
Cairns, and Charlene Jennett. 2015. Removing the
HUD: The Impact of Non-Diegetic Game Elements and
Expertise on Player Involvement. In Proceedings of the
2015 Annual Symposium on Computer-Human

Interaction in Play (CHI PLAY ’15). ACM, New York, NY,
USA, 13–22. DOI:
http://dx.doi.org/10.1145/2793107.2793120

26. Charlene Jennett, Anna L. Cox, Paul Cairns, Samira
Dhoparee, Andrew Epps, Tim Tijs, and Alison Walton.
2008. Measuring and Defining the Experience of
Immersion in Games. Int. J. Hum.-Comput. Stud. 66, 9
(Sept. 2008), 641–661. DOI:
http://dx.doi.org/10.1016/j.ijhcs.2008.04.004

27. Michael Lankes, Joshua Newn, Bernhard Maurer,
Eduardo Velloso, Martin Dechant, and Hans Gellersen.
2018. EyePlay Revisited: Past, Present and Future
Challenges for Eye-Based Interaction in Games. In
Proceedings of the 2018 Annual Symposium on
Computer-Human Interaction in Play Companion
Extended Abstracts (CHI PLAY ’18 Extended
Abstracts). ACM, New York, NY, USA, 689–693. DOI:
http://dx.doi.org/10.1145/3270316.3271549

28. Michael Lankes, Daniel Rammer, and Bernhard
Maurer. 2017. Eye Contact: Gaze as a Connector
Between Spectators and Players in Online Games. In
Entertainment Computing – ICEC 2017, Nagisa
Munekata, Itsuki Kunita, and Junichi Hoshino (Eds.).
Springer International Publishing, Cham, 310–321.

29. Yen-Chen Lin, Yung-Ju Chang, Hou-Ning Hu,
Hsien-Tzu Cheng, Chi-Wen Huang, and Min Sun.
2017. Tell me where to look: Investigating ways for
assisting focus in 360 video. In Proceedings of the
2017 CHI Conference on Human Factors in Computing
Systems. ACM, 2535–2545.

30. Andrei Lintu and Noëlle Carbonell. 2009. Gaze
guidance through peripheral stimuli. (2009).

http://whilefun.com/fpekit
https://tobiigaming.com/product/tobii-eye-tracker-4c/
https://tobiigaming.com/product/tobii-eye-tracker-4c/
http://developer.tobii.com/tobii-unity-sdk/
https://github.com/speps/XInputDotNet
http://dx.doi.org/10.1145/2793107.2793120
http://dx.doi.org/10.1016/j.ijhcs.2008.04.004
http://dx.doi.org/10.1145/3270316.3271549
Joan



31. Raphael Menges, Chandan Kumar, Ulrich
Wechselberger, Christoph Schaefer, Tina Walber, and
Steffen Staab. 2017. Schau genau! A Gaze-Controlled
3D Game for Entertainment and Education. In Journal
of Eye Movement Research, Vol. 10. 220.
https://bop.unibe.ch/JEMR/article/view/4182

32. MercurySteam and Nintendo EPD. 2017. Metroid:
Samus Returns. Game [Nintendo 3DS]. (15 September
2017). MercurySteam and Nintendo EPD, Kyoto,
Japan. Last played May 2018.

33. Ubisoft Montreal. 2017. Assassin’s Creed Origins.
Game [Microsoft Windows, PS4, XboxOne]. (27
October 2017). Ubisoft, Rennes, France. Last played
February 2018.

34. Diego Navarro and Veronica Sundstedt. 2017.
Simplifying Game Mechanics: Gaze As an Implicit
Interaction Method. In SIGGRAPH Asia 2017 Technical
Briefs (SA ’17). ACM, New York, NY, USA, Article 4, 4
pages. DOI:
http://dx.doi.org/10.1145/3145749.3149446

35. Nintendo EAD. 2013. Zelda: A Link between Worlds.
Game [Nintendo 3DS]. (22 November 2013). Nintendo
EAD, Kyoto, Japan. Last played September 2018.

36. Ken Pfeuffer, Jason Alexander, and Hans Gellersen.
2016. GazeArchers: Playing with Individual and Shared
Attention in a Two-player Look&#38;Shoot Tabletop
Game. In Proceedings of the 15th International
Conference on Mobile and Ubiquitous Multimedia
(MUM ’16). ACM, New York, NY, USA, 213–216. DOI:
http://dx.doi.org/10.1145/3012709.3012717

37. Scott Rogers. 2014. Level Up! The Guide to Great
Video Game Design (2nd ed.). Wiley Publishing.

38. Jesse Schell. 2008. The Art of Game Design: A Book
of Lenses. Morgan Kaufmann Publishers Inc., San
Francisco, CA, USA.

39. Ulrike Schultze. 2010. Embodiment and presence in
virtual worlds: a review. JIT 25, 4 (2010), 434–449.

40. Giant Sparrow. 2017. What Remains of Edith Finch.
Game [Microsoft Windows, PS4, XboxOne]. (25 April
2017). Giant Sparrow, Santa Monica, USA. Last played
February 2018.

41. Veronica Sundstedt, Matthias Bernhard, Efstathios
Stavrakis, Erik Reinhard, and Michael Wimmer. 2013.
Visual Attention and Gaze Behavior in Games: An
Object-Based Approach. Springer London, London,
543–583. DOI:
http://dx.doi.org/10.1007/978-1-4471-4769-5_25

42. Team Bondi. 2011. L.A. Noire. Game [Microsoft
Windows]. (8 November 2011). Team Bondi, Sydney,
Australia. Last played February 2018.

43. The Chinese Room and SCE Santa Monica Studio.
2016. Everybody’s Gone to the Rapture. Game
[Microsoft Windows]. (14 April 2016). The Chinese
Room and SCE Santa Monica Studio, Brighton,
England. Last played May 2018.

44. Tobii. 2018. Tobii Gaming, PC Games with Eye
Tracking, Top Games from Steam, Uplay.
https://tobiigaming.com/games/.

45. C.W. Totten. 2014. An Architectural Approach to Level
Design. Taylor & Francis.
https://books.google.at/books?id=QOzMAwAAQBAJ

46. Ubisoft Montreal and Ubisoft Montreal. 2018. Far Cry 5.
Game [SNES]. (27 March 2018). Ubisoft, Rennes,
France. Last played February 2018.

47. Unity. 2018. Unity. https://unity3d.com/.

https://bop.unibe.ch/JEMR/article/view/4182
http://dx.doi.org/10.1145/3145749.3149446
http://dx.doi.org/10.1145/3012709.3012717
http://dx.doi.org/10.1007/978-1-4471-4769-5_25
https://tobiigaming.com/games/
https://books.google.at/books?id=QOzMAwAAQBAJ
https://unity3d.com/


48. Eduardo Velloso and Marcus Carter. 2016. The
Emergence of EyePlay: A Survey of Eye Interaction in
Games. In Proceedings of the 2016 Annual
Symposium on Computer-Human Interaction in Play
(CHI PLAY ’16). ACM, New York, NY, USA, 171–185.
DOI:http://dx.doi.org/10.1145/2967934.2968084

49. Eduardo Velloso, Amy Fleming, Jason Alexander, and
Hans Gellersen. 2015. Gaze-Supported Gaming:
MAGIC Techniques for First Person Shooters. In
Proceedings of the 2015 Annual Symposium on
Computer-Human Interaction in Play (CHI PLAY ’15).
ACM, New York, NY, USA, 343–347. DOI:
http://dx.doi.org/10.1145/2793107.2793137

View publication stats

http://dx.doi.org/10.1145/2967934.2968084
http://dx.doi.org/10.1145/2793107.2793137
https://www.researchgate.net/publication/336733491

	Introduction
	Related Work
	Our Approach
	Game Prototype

	Comparative Study
	Technical Setup
	Participants and Procedure
	Measures

	Results
	Quantitative Data
	Analysis of Qualitative Data

	Discussion
	Conclusion
	REFERENCES 

