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Aim

A novel game of collaborative storytelling where a 
human player and an artificial intelligence agent 

construct a story together.



Related Research

Fan et al. construct a corpus of stories and propose a hierarchical story 
generation model.
Yao et al. approach the task by first generating a plot outline and then 
filling in the language.
Gupta et al. generate story endings by incorporating keywords and 
context into a sequence-to-sequence model.
Luo et al. incorporate sentiment analysis into story ending generation.
See et al. conduct an in-depth analysis of the storytelling capabilities 
of large-scale neural language models.

Story Generation



Related Research

AI Dungeon (https://play.aidungeon.com/) is a text adventure game.

=> Their study is similar to this game, but their task is not restricted 
on the first-person adventure, and they ranked model output.

[Cho and May 2020] build an improvisational theater chatbot.

=> Their task is not improv, and they do not use the model’s output 
as-is.

Interactive Language Generation

https://play.aidungeon.com/


Related Research

A language model is a mathematical model that assigns likelihoods to 
sequences of words where sequences that are more likely in a target 
language are given higher scores.

They used GPT-2.
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Approach
Generator model: a large-scale neural language model 
tuned on storytelling data to generate story continuation 
candidates.

+

Ranking model: trained on human storyteller 
preferences to score them and select the highest quality 
continuation.



Approach

They used the publicly-available pretrained 774M parameter GPT-2-large 
model tuned on their WritingPrompts dataset.

The main solutions for the output may be ill-formed or lacking in logical 
coherence are the following:

using larger models

using different sampling methods

using various methods of traversing the search space of possible sentences

Generation



Approach

They used nucleus sampling with p = 0.9, which takes the smallest set 
of the most probable tokens whose cumulative probability exceeds the 
threshold p. 

Sampling



Approach
Ranking



Approach

Writing Prompts Dataset:

collected from r/WritingPrompts subreddit

used for training the Generator model

Collaborative Storytelling Dataset:

collected using Mechanical Turk

used for training the Ranker model

Datasets



Approach

rejected objects:

less than 60% alphabetic characters

unbalanced quotations, select profanity

words like “chapter” that are not typically part of the story

Story Continuation Sampling and Ranking

Generator model => Cleanliness heuristics => Ranker model



Approach

The Generator model is trained with a maximum likelihood estimation 
loss function using Adafactor with a learning rate of 5e-5 on a 
weighted mixture of the WritingPrompts and BookCorpus.

The Ranking model is trained using Adam with a maximum learning 
rate of 1e-5 on the BookCorpus and Writing Prompts dataset and 
Collaborative Storytelling dataset. The entire model is trained.

Training



Evaluation
Measuring story continuation ranking accuracy and story continuation 
acceptability

Adapting the Acute-eval chatbot evaluation metric to collaborative 
storytelling evaluation

Evaluated systems:
untuned (pretraind GPT2)
tuned (GPT-2 tuned on storytelling data)
tuned+ranker (GPT-2 tuned on storytelling data with a single story 

continuation selected by the Ranker model)



Evaluation
Story Continuation Prediction Accuracy



Evaluation
Story Continuation Accetability



Evaluation
Human Annotator Story Preferences



Discussion
Advantages:

The system can produce well-formed story contributions.

Limitations:

The system makes incoherent output.

Requiring human demands can be difficult.

Self-chat evaluation is not suitable for the system.



Conclusion

The collaborative storytelling system can select story 
continuations that are aligned with human preference.

The results show that both the sampling and ranking 
approaches contribute to generating high-quality story 
continuations.



Thank you for your attention!


