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ABSTRACT
Eye tracking has evolved as a promising hands-free interaction
mechanism to support people with disabilities. However, its adop-
tion as a control mechanism in the gaming environment is con-
strained due to erroneous recognition of user intention and com-
mands. Previous studies have suggested combining eye gaze with
other modalities like voice input for improved interaction experi-
ence. However, speech recognition latency and accuracy is a major
bottleneck, and the use of dictated verbal commands can disrupt
the flow in gaming environment. Furthermore, several people with
physical disabilities also suffer from speech impairments to ut-
ter precise verbal voice commands. In this work, we introduce
nonverbal voice interaction (NVVI) to synchronize with gaze for
an intuitive hands-free gaming experience. We propose gaze and
NVVI (e.g., humming) for a spatio-temporal interaction applicable
to several modern gaming apps, and developed ‘All Birds Must
Fly’ as a representative app. In the experiment, we first compared
the gameplay experience of gaze and NVVI (GV) with the conven-
tional mouse and keyboard (MK) in a study with 15 non-disabled
participants. The participants could effectively control the game
environment with GV (expectedly a bit slower than MK). More
importantly, they found GV more engaging, fun, and enjoyable. In
a second study with 10 participants, we successfully validated the
feasibility of GV with a target user group of people with disabilities.

CCS CONCEPTS
• Human-centered computing→ Pointing; Accessibility tech-
nologies; Interaction design.
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1 INTRODUCTION
Computer games as a source of entertainment have become a part
of our lives. We use games to enhance education and to practice
various types of cognitive learning strategies [32]. For instance, we
can exploit games to reinforce the creativity of learners [16]. Games
can involve players in forming playing strategies to solve problems,
thus enabling players to practice persistent problem solving [18].
Games can also help players to develop organizational and systemic
thinking skills [20].

There have been new interaction mechanisms and modalities
introduced to make games more interactive, engaging, and fun
(e.g., gaze, gestures, swipe, etc.). However predominately the basic
control always relies on the hand (or finger) movement, while
the other mechanism aims to enrich the experience of players. In
this work, we focus on complete hands-free control, to bring a
novel gameplay experience for end users. Moreover, the goal is to
support inclusive interaction that enables users with limited motor
control for gameplay experience, i.e., hands-free input methods are
essential for those who suffer from impairment (e.g., quadriplegic or
Parkinson) and have difficulty in operating their hands. To support
hands-free interactions, eye gaze [26] and vocal input [43] are the
two most natural candidates.

Voice has been used as an input modality in various user inter-
faces. Speech recognition is nowadays used in games and other
applications. While speech commands are powerful, they also come
with drawbacks. In fast-paced games, the delay between issuing a
voice command and the reaction of the game is a noticeable disad-
vantage [29, 34]. Moreover, performing verbal speech command is
not possible for people suffering from speech disorders. An alter-
native to recognizing spoken commands is nonverbal commands,
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also characterized as nonlexical [40], e.g., humming, or whistling
[19], using sound volume, sound pitch, and other features of voice
for immediate, real-time control. Nonverbal voice interactions do
not require expensive recognition processes and can be performed
faster, reveal less semantic content to third parties, and some are
even possible with a closed mouth e.g., buzzing or humming [35].

The use of eye gaze as an input modality in games has been
also researched with questions like how could eye trackers support
gameplay experience. In this regard, most of the previous works
have used eye tracking to understand and evaluate user attention
to improve the gameplay experience [36]. There are also several
approaches which actively use gaze to adapt the game environment,
such as to provide automatic orientation [5, 33], or social cues of
player views [22]. Eye tracking as a control mechanism to move and
object or avatar have also been tested in some experimental studies
like first-person shooter games [13, 15], chess [44], puzzles [6, 42],
fight simulators [28]. However, it has been found very difficult
for end users to observe, perceive, and control only using gaze.
Hence most of the modern applications use gaze in a multimodal
setting which often diminishes the significance of gaze as hands-
free interaction mechanism.

In this work, we investigate how gaze and voice can effectively
be harmonized to support each other to provide complete hands-
free control while offering an engaging gameplay experience. In
general, spatial and temporal interaction is imperative in gameplay,
and their coordination is a crucial aspect. Hence, we utilize gaze
for its natural orientation characteristics, i.e., to give direction, and
the temporal characteristic of nonverbal voice (such as continuous
humming), i.e., to provide movement. We developed a 2D game
environment “all bird must fly” to demonstrate and evaluate the
synchronization of these modalities. To the best of our knowledge,
this is the first research to combine gaze with nonverbal voice for
game interaction.

We have conducted two studies, a study with 15 participants
to assess the proposed multimodal method’s efficacy and engage-
ment compared to mouse-keyboard control as a baseline. In the
second study, we investigated whether gaze and nonverbal voice-
controlled game interaction is a viable alternative for people with
motor impairment through a feasibility test with the target group.

In the following, we summarise the relevant background infor-
mation and review the state of the art concerning gaze and voice in
gaming in Section 2. The design and implementation of the game
are presented in Section 3. Section 4, describes the experimental
design of the user evaluation, and Section 5 highlights the results ob-
tained. The discussion is represented in section 5. Finally, in Section
6, conclusions are drawn and related future work is discussed.

2 RELATEDWORK
2.1 Eye Tracking in Computer Games
Eye gaze has been evaluated as a means of human-computer inter-
action for decades [14, 41]. Since then, it has been exploited as an
input modality in games and a variety of other applications. For
example, research proposed the use of gaze to control a player’s
orientation as they explore the virtual world [5, 33]. Leyba and Mal-
colm [23] evaluated the eye gaze performance as an aiming device
in computer games. Several studies examined the performance of

eye tracking in first-person shooter games [13, 15]. A minimalistic
3D flying game that only required steering was examined in a study
called "Gaming with Gaze and Losing with a Smile" [28]. In spite
of being harder to play the game by gaze, gaze interaction scored
significantly higher than mouse regarding entertainment and en-
gagement. Gowases et al. [6] developed a puzzle game playable
using either mouse or gaze dwell-time. They also reported a higher
subjective immersion during gaze-based problem-solving trials.
Overall, although many of the aforementioned research acknowl-
edge either similar or lower game performance when players use
gaze control in a game compared to conventional control methods,
studies reported a higher game engagement when the interface
was controlled by gaze. This indicates that regardless of the per-
formance, people are interested in alternative forms of computer
interactions. Isokoski et al. [12] provided a comprehensive overview
of gaze-controlled games as well as the implications and challenges
of using gaze input in games. They stated that most games cannot
currently be played efficiently using eye tracker input alone and
that solutions for gaze-based velocity control and trigger operation
are needed.

2.2 Voice in Computer Games
Research on voice control of digital games has been undertaken
since at least the 1970s [1]. Allison et al. provides an extensive
overview of video games that incorporate voice recognition in [1, 2].
Here we survey only a few that stand out to be more related to this
study. There are several studies focused on speech rehabilitation
exercises [4, 21, 24, 27], and improving engagement [31]. Similar to
this study, other research has explored the implementation of voice
input as an alternative game control scheme, to enable access for
players with motor impairments or other disabilities that prevent
them from using physical controls [8, 34].

Several studies have investigated controlling games through
non-speech features of voice, such as the volume [39] and pitch
[7, 10, 34] of vocal input. In a study comparing both types of voice
commands using the game Tetris, nonverbal voice commands were
much more efficient and accurate than traditional speech recogni-
tion [34]. Harada et al. [8] conducted a quantitative experiment to
determine the performance characteristics of non-speech vocaliza-
tion for discrete input generation in comparison to existing speech
and keyboard input methods. The results from their study validated
that non-speech voice input can offer significantly faster discrete
input compared to a speech-based input method by as much as 50%
[8]. The mobile game “Scream Go Hero” from Ketchapp [17] uses
quiet and loud noises as inputs in a jump-and-run style game. The
app reached over ten million downloads in the Google Play store
which indicates the popularity of such an interaction technique.
However, the use of unimodal voice input limits the complexity of
the game. Therefore, these approaches lend themselves to relatively
simple game mechanics such as one-dimensional movement.

2.3 Eye Gaze and Voice in Computer Games
There are only several studies proposing a multimodal use of gaze
and speech in gaming. Wilcox et al. [42] created a third-person
adventure puzzle game that could be controlled by both gaze and
speech and by gaze alone. They used a focus group to measure the
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(a) Game Character and Training Level (b) Main Level

Figure 1: Example images from the All Birds Must Fly game.

effects of the interface control method but they did not conduct a
user study. Another gaze-voice controlled game is "Rabbit Run" [29],
which is evaluated against a keyboard-mouse combination. Despite
their worse game performance in gaze-voice control, their partici-
pants reported a higher level of immersion for gaze-voice control
compared to keyboard-mouse control. Uludagli and Acarturk [37]
conducted a comparative study of gaze-voice and touchscreen in-
terface control. They found that the participants exhibited higher
game performance when they used the touchscreen control and
that participants who used the gaze-voice control method were
more psychologically absorbed. Van der Kamp et al. [38] investi-
gated the performance of gaze and voice for controlling the cursor
in a computer drawing software. Their participants reported the
feeling of having less control, speed, and precision compared to
control by mouse and keyboard. We have not found any study that
combines eye gaze and nonverbal voice interactions in computer
games. To the best of our knowledge, the only study which proposes
a multimodal use of gaze and nonverbal voice control is applicable
to a completely different interaction scenario of gaze-based text
entry [9].

In summary, the related work has identified and studied gaze
and voice as a promising addition to the gameplay experience. The
main limitation of gaze is its inability to act as explicit control in
the game environment, while the verbal commands of voice input
are limited due to the speech recognition latency which affects the
real-time performance. So far, it is unclear how these two modal-
ities can be effectively combined to provide complete hand-free
control. Therefore, in this work, we investigate how eye gaze as an

orientation mechanism and a robust version of voice input (nonver-
bal commands) are harmonized for effective game control, which
can be feasible and applicable for modern gaming apps requiring
spatio-temporal interactions.

3 ALL BIRDS MUST FLY: GAME DESIGN
The primary goal of this work is to explore if gaze and nonverbal
voice can provide effective game control with an immersive and
fun experience, while being a viable alternative to conventional
input like mouse and keyboard, i.e., to support people with motor
impairment. Therefore, we chose the most common 2D game en-
vironment, with the underlying phenomena of objects or player
avatars being controlled with a goal to succeed. The most common
interaction style is spatio-temporal, which combines both direction
and distance attributes e.g., the simple but popular Jump and Run
design. There are many different games based on this principle, one
of which is the famous SuperMario 1.

The game premise was chosen as "All Birds Must Fly", represent-
ing a penguin which is a bird that technically cannot fly, however,
to reach their objectives they comprehend and capitalize on their
other abilities, i.e., long jumps. We believe that this inherently re-
flects the motivation and courage of several people with disabilities,
in enhancing their special abilities to compete and achieve their
objectives. In the proposed game, a penguin (player avatar) is at
the bottom of a pit, and its objective is to reach the top by walk-
ing and jumping through several hurdles. Figure 1 presents the

1https://supermario-game.com/
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game character, the training map, and an overall view of the game
interface.

During the gaze-voice-controlled gameplay, the player is able to
jump or walk to the (either right or left) by simply looking at the
intended landing target and making a humming or buzzing sound.
The control of the game interface by mouse and keyboard, as an
alternative to the gaze-voice control of the game, involves pressing
the space bar to control the jump or walk actions of the penguin
and targeting the landing spot by mouse. To earn extra points, the
players could collect fish distributed throughout the map. The final
game design, including the difficulty levels, challenges, rewards,
and interaction smoothing was the outcome of a user-centered
design, i.e. the feedback from participants in several pilot studies.

Gaze was used as its conventional mode of tracking users’ visual
focus and emulating automatic movement like a mouse. However,
integrating nonverbal voice in gameplay is a novel phenomenon.
Allison et al. [2] provided 25 design patterns for voice interactions
in games. As we use gaze for navigation, input was required for
triggering the jump actions. Volume Control as the simplest form of
voice interaction would have been the easiest choice. However, as
stated by Allison, it is a difficult task for players to maintain precise
control over their voice volume. We opted for the Pitch Control
pattern as it brings greater flexibility. Players can use quieter voice
inputs to minimize fatigue and social embarrassment. However,
we simply consider a continuous humming pitch to trigger the
jump and do not match the pitch changes to any special actions
as seen in the related works e.g., [34] that use this design pattern.
Non-verbal gestures are recognized as short melodic patterns of
defined pitch profile and length. Usually, a set of tone gestures for
individual commands or operations is defined to cover different
operations. However, since we also utilize gaze, we only needed
one tone gesture. A tone with continuous pitch has been assigned
to command moving toward users’ gaze. We used humming as it is
easy and comfortable to produce. In contrast to voice-based input,
(i) humming can be detected easily, (ii) introduces no privacy issues,
and (iii) can even be performed by many whose speech is impaired.
Besides, Unlike speech, humming involves no continuously gliding
pitch movement but consists of rising and falling pitch steps. We
have therefore decided to use humming for the nonverbal control
in this study. For measuring the pitch of humming, we have used
autocorrelation, as described in [30].

4 EXPERIMENT
We conducted two studies. Firstly, a user study was performed to
evaluate the performance of the gaze plus nonverbal voice (GV)
compared to the mouse and keyboard (MK) performance. Then, we
conducted a feasibility study with people with motor and partly
also speech impairments to investigate the practical usability for
the target group.

4.1 Study 1: Comparison of Input Modalities.
4.1.1 Participants. Six male and nine female participants from the
campus voluntarily participated in the first study, with a mean
age of M = 24.4 years (standard deviation [SD] = 2.82). Five of the
participants stated being experienced in video games, while the
other ten stated having low to medium experience. None of the

Figure 2: Experimental setup: A participant performing the
experiment on a laptop computer equipped with an eye
tracker.

participants had previously used eye tracking or voice-activated
interactions.

4.1.2 Procedure. The first study took place at the university lab.
After the calibration of the eye tracker, they were presented with a
video tutorial to get familiar with the game environment and the
interaction controls. Before the two main sessions, participants also
took their time in the training level to familiarise themselves with
the controls, (Figure 1). The aim of the training session was also
to decrease the chance of having a training effect during the main
sessions. Moreover, to offset the learning effects, the two input
methods were counterbalanced with participants divided into two
groups. After the tutorial session, the participants played the game
twice with one of the control methods (either by gaze-voice control
or by mouse-keyboard control). Finally, the questionnaire form was
immediately filled in for the corresponding method. After filling the
questionnaire, participants were shown another tutorial explaining
the other control method, and repeated the procedure for the other
method. The whole experimental session took approximately 45
minutes.

4.1.3 Apparatus. We used the Eye Tracker 4C from Tobii and at-
tached it to a laptop with a 15 inch screen. A calibration was carried
out for each participant to ensure that the collected data would be
reliable. The laptop’s built-in microphone array was used for audio
capture. The microphone sensitivity was adjusted to filter as much
background noise as possible while maintaining accurate voice
detection. The recognition threshold was adjusted accordingly for
each participant. Gaze was recorded with a tracking frequency of
90Hz. No chin rest was used. The eye tracker was placed at the
lower edge of the screen. See Figure 2 for a picture of the setup.
The eye-tracker tracking-box dimensions as reported by the manu-
facturer were 16" × 12" / 40 cm × 30 cm at a distance of the head of
29.5" / 75 cm. A mouse was also connected to the laptop to allow
for mouse input required when using the MK control method.

The game was developed using the Unity game engine. The game
interface was similar using the both interaction methods differing
only in used control method.

As for the questionnaire, We have extracted questions from
well-structured game experience questionnaires [3, 11], and the
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Measure MK (Study 1) GV (Study 1) Related t-test (MK vs GV) GV (Study 2)
Jump Success Rate M=96.41 SD=3.09 M=94.1 SD=3.31 t=1.6251 p=.1153 M=95.19 SD=2.12
Time to reach finish line (s) M=91.5 SD=4.05 M=163.44 SD=56.1 t=-4.0203 p<.001 M=354.13 SD=141.04
Idle time between actions (s) M=0.460 SD=0.2 M=0.94 SD=0.2 t=-6.4817 p<.001 M=1.62 SD=0.42
Proportion of motion in total time M=0.65 SD=0.1 M=0.49 SD=0 t=5.2131 p<.001 M=0.38 SD=0.1
Walking percentage M=0.21 SD=0.1 M=0.25 SD=0.1 t=-1.1668 p=.2531 M=0.18 SD=0.1
Duration of temporal action (s) M=0.64 SD=0.08 M=0.72 SD=0.1 t=-2.1455 p=.0407 M=0.75 SD=0.21

Table 1: Means over two sessions for using MK compared to GV. The last gray column shows the results from the second study
with people with motor and speech impairments.

related work [29] to assess the proposed interaction technique. We
followed the GEQ guidelines following the cited literature along the
dimensions of enjoyment, immersion, challenge, etc. We selected
the appropriate statements, e.g., “I was deeply concentrated in
the game”, “I lost track of time”, “I felt exhausted”, etc. For the
control element, we presented some precise questions related to
the environment, e.g., “the avatar (penguin) moved exactly the way
I wanted”. We asked questions to ascertain the input feasibility,
e.g., “Did you run out of breadth?”, and overall comparison of the
modalities “how would you rate the gameplay experience with
mouse and keyboard”. The questionnaire is represented in appendix
part A.

4.1.4 Result. The results and the analyses of study 1 is presented in
the parts below, for game performance and for questionnaire results
separately. We plotted a histogram and also tested the collected data
for normal distribution with a one-sample Kolmogorov-Smirnov
test. Paired t-tests were used to see if there were statistically signif-
icant differences between the quantitative performance measures
in the two methods. The results of the statistical analysis can be
seen in Table 1.

We defined the success rate of the players as the inverse ratio
of the number of failures (i.e. the number of unsuccessful jumps)
to the total number of jumps. Although a higher success rate was
achieved usingMK on average, the differences were not statistically
significant, (MK ≈ 96%, GV ≈ 94%, 𝑝 < .1153). The Cohen’s d
effect size for success rate is 0.72. Figure 3 illustrates the mean jump
success rate and its standard deviation for each session and method.

Participants were 44% faster using MK (1:32 min) compared to
GV (2:43 min), which results in a large Cohen’s d effect size of
1.80. The learning effect is not significantly evident with the mean
completion time decreasing from 1:41 to 1:22 usingMK, (𝑝 = .2547).

Figure 3: Jump success rate for each method and session in
Study 1, plotted as bars. Error margins indicate the standard
deviation.

However, it is noticeable using GV from 3:06 to 2:18, (𝑝 = .0506).
This is expected for MK as participants are familiar with this input.
However, as for GV, it indicates that the method is intuitive and
does not require a long training time. The mean completion times
for each input method over the two sessions are shown in Figure 4.

Participants collected all the 21 distributed fish on themap except
one participant who missed collecting two fish when using the MK.
However, this failure did not cause a significant confound in the
timing analysis.

We collected the time participants were idle between their move-
ments to discover the extra time players need for resting between
their actions using GV. The average idle time using MK is about
half a second and approximately a second using GV, (𝑝 < .001).
There is no evident of significant improvement between the sessions
(𝑝𝑀𝐾 = .7020, 𝑝𝐺𝑉 = .0897).

Relatively, the proportion of motion in the total time is sig-
nificantly larger using MK compared to the hands-free variant,
(MK ≈ 65%, GV ≈ 49%, 𝑝 < .001), which means that players were
on average more active when playing with mouse and keyboard.

The mean percentage of walking movements was approximately
the same across all modalities. With 21% for MK and 25% for GV.
Participants often mentioned that walking using GV was easier,
although the difference is not significant.

During the experiment, We observed that the participants made
longer temporal inputs with voice control than with the keyboard.
This is also reflected in the data: the average time of action, i.e.
the duration for which a key was pressed, lasted 650ms with the
keyboard and 724ms with voice control (𝑝 = .0407).

4.1.5 Subjective feedback. We solicited participants’ feedback in
two categories: Experience, and Control. Questionnaire responses
were on a five-point scale. Figure 5 shows the mean scores given by

Figure 4: Mean completion time for each method and session
in Study 1, plotted as bars. Error margins indicate the stan-
dard deviation.
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Figure 5: Subjective response (1 to 5) by method and questionnaire item in study 1.

the players for each group and for the two game interface control
method.

When asked how well the participants thought they had played,
the conventional MK (𝑀 = 4, 𝑆𝐷 = 0.75) performed slightly better
(𝑡 = 1.47, 𝑝 = .15) compared to GV (𝑀 = 3.47, 𝑆𝐷 = 1.19). However,
the players found GV control methods significantly more enjoyable
(𝑡 = −4.29, 𝑝 < .001). As it is shown in the radar chart, GV is
also considered to be more challenging 𝑡 = −4.71, 𝑝 < .001), and
exciting (𝑡 = −6.96 𝑝 < .001). Participants claimed that they needed
more concentration while playing the game using the GV (𝑀 = 4.67,
𝑆𝐷 = 0.49) than the MK(𝑀 = 3.4, 𝑆𝐷 = 0.98).

There was no significant difference (𝑡 = 1.20, 𝑝 = .24) between
the control types in the category of feeling the time (5). The time
spent playing the game passed at a similar average rate for MK
(𝑀 = 3.67, 𝑆𝐷 = 0.97) and GV (𝑀 = 3.2, 𝑆𝐷 = 1.15), but responses
for the hands-free variant were more widely distributed.

Moreover, we also asked the participants about their overall input
type preference. Ten participants selected GV as their preferred
method, and five opted for MK.

Figure 6: Jump success rate for each method and session in
Study 2, plotted as bars. Error margins indicate the standard
deviation.

4.2 Study 2: Practical Usability Evaluation.
4.2.1 Participants. We reached out to institutions such as special
schools and associations for people with disabilities and found ten
participants. Five male and five female participated, with a mean
age of M = 19.5 years, vary between 12 to 57 years old (standard
deviation [SD] = 13.93). One participant had previously used an eye
tracker but not as a means of game control input. two of the partic-
ipants had the Duchenne Muscular Dystrophy disorder, two had
difficulties due to Cerebral Palsy and two reported having Spastic
Tetraparesis. Besides, three of them reported suffering form speech
disorders. However, it did not hinder them from performing NVVI
and participating in the experiment. Nonetheless, four participants
could not play the game due to eye twitches problem in addition to
a participant who needed a ventilator for breathing.

4.2.2 Procedure. The second study with people with disabilities
took place at the participants’ homes, as it was more convenient
for some participants due to the pandemic, and their disabilities in
particular. The participants only tried the GV method and answered
the questions about the hands-free variant as they were not able to
play the game using the mouse-keyboard control.

Figure 7: Mean completion time for each method and session
in Study 2, plotted as bars. Error margins indicate the stan-
dard deviation.
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Figure 8: Subjective response (1 to 5) compared to Study 1.

4.2.3 Apparatus. The same apparatus and the same techniquewere
used as in Study 1. The questionnaire was almost the same as that
of the first study. The only difference is that the questions about
comparison with mouse and keyboard were omitted.

4.2.4 Result. Overall, the average time required by participants to
complete the game is 5 : 54𝑚𝑖𝑛, about two minutes slower than
the non-disabled participants of Study 1. Although the participants
improved on average from 7 : 01𝑚𝑖𝑛 in the first session to 4 :
47𝑚𝑖𝑛 in the second session, the improvement was not statistically
significant (𝑝 = .2085). The mean completion time achieved by
participants with motor impairments in Study 2 compared to the
mean completion time achieved by the non-disabled participants in
Study 1 using the hands-free proposed method are shown in Figure
7.

The participants also had a slightly lower mean success rate than
the non-disabled participant in Study 1. The mean success rate for
GV method in Study 2 compared to the corresponding values in
Study 1 over the two sessions are shown in Figure 6.

The proportion of motion in the total time in Study 2 is about
38% compared to 48% in Study 1 (𝑝 = 0.012). The participants in
Study 2 rested about 1.6 seconds, whereas those using GV in Study
1 rested about 1.0 seconds before issuing the next command.

The players in both studies were very similar in the way they
moved. The proportion of walking to all movements in the first and
the second study is 19% and 18%, respectively (𝑝 = .7791). Similarly,
the mean duration of temporal actions in both studies are very
similar, 743𝑚𝑠 in Study 1, and 755𝑚𝑠 in Study 2, (𝑝 = .9047).

Two participants failed to collect all the distributed fish on the
map, each missing one behind, yet they both had a slower comple-
tion time compared to the mean.

4.2.5 Subjective feedback. Figure 8 shows the mean scores given
by the participants with disabilities for each group. To compare the
results with the first study, the participants’ feedback from the first
study is also presented on the radar chart.

On average, the participant rated their overall performance 2.9
from 5 (𝑆𝐷 = 0.74). Similar to the first study everyone unanimously

found the game enjoyable (𝑡 = 0.73, 𝑝 = .4748) with an average
score of 4.1 (𝑆𝐷 = 0.75). Furthermore, all participants were of the
same opinion that the game is quite a challenge with the GV control
system (𝑀 = 4, 𝑆𝐷 = 1) but exciting (𝑀 = 4.2, 𝑆𝐷 = 0.79).

As for control precision, the average response is about 3.1 (𝑆𝐷 =

0.57), which also corresponds to our observation. The lower score
can be attributed to several factors based on individual impair-
ments. For instance, two participants suffering from squinting and
twitching of the eyes were not able to accurately use the eye tracker.

Moreover, we have asked the participants for comments about
the effort required by the game controls technique. The mean score
in study 1 and study 2 is 3.27 (𝑆𝐷 = 1.1) and 3.1 (𝑆𝐷 = 1.45),
respectively. This indicates that despite the physical limitations,
participants found gaze and continuous voice control a feasible
hands-free interaction method.

5 DISCUSSION
The results of the quantitative analysis show a better performance
and higher accuracy for MK compared to GV, besides the fact that
the participants are much more familiar with MK and never used
eye tracking or nonverbal voice commands preceding this study.
The results of the subjective feedback, on the contrary, are in favor
of GV. Two-third of the participants in the first study preferred the
multimodal hands-free version and described it as much more fun.
The participants found GV immersive and more enjoyable than
MK. Furthermore, in the study with people with disabilities, all
participants found the game enjoyable. A participant commented
on the GV as being imaginable in other applications and found such
a computer interaction method useful in their life. It is interesting
to note that eye tracking and nonverbal interactions are both novel
inputs for most users. Also, it was surprising for us to see that
majority of the participants with disabilities have never used even
a basic eye tracker that can be their only way to communicate and
interact. Therefore, We believe that, with more practice, users will
achieve higher performance than those reported in this paper.

Although the participants were overall positive with GV, yet,
sometimes they struggled to synchronise their gaze and voice inputs.
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One participant stated, "it is difficult not to look around and at
the penguin while doing the jump". Another issue was that many
participants had initially tried, both consciously and unconsciously,
to control the penguin with head movements. Head movements
do not break the gaze tracking when using the new eye trackers.
Nevertheless, head movement will still have an impact on the data
if the subject moves too fast. Another complication with the real-
world deployment of the proposed approach would be the detection
of voice inputs with external audio events, e.g., talking, coughing,
sneezing, or ambient noise. No sound effects or music were used
in this game to eliminate the effect of false positive recognition.
Further work could classify humming and distinguish it from noise
to make the approach more robust.

Different designs andmodalities as well as different target groups
make the comparison of studies difficult. Nevertheless, similar to the
prior works, we have compared our method against the traditional
use of a mouse and keyboard to provide a baseline for comparison.
Rabbit run [29] reported an issue with voice recognition being
slow. The speed of their participants was on average 3.3 times
slower playing using GV. In our study, mean completion time using
nonverbal GV is 44% slower thanMK. This indicates that nonverbal
voice inputs can be a quicker alternative to verbal voice commands
as they can be recognized easier and performed faster by players.

The comparison of verbal and non-verbal inputs is well docu-
mented in the related work. Sporka et al. [34] compared the perfor-
mance of non-speech input and speech recognition for real-time
game control. Their result shows that non-speech input excelled
in both time and accuracy, their participants were on average 2.5
times faster. Speech recognition is slower because the recognition
system has to wait for the end of utterance detection. We have to
also wait for some silence. The paper from amazon [25], suggests
reducing the lower threshold below 400ms negatively affects the
performance due to an increase in early end-point rate. In our work,
synchronizing a simultaneous gaze and speech command would
not have been feasible since the gameplay requires instant respon-
siveness. For continuous nonverbal voice recognition, we do not
need to wait for the end of an utterance. We break the voice stream
into small window frames parsing them continuously. We also do
not need to wait for silence. Consequently, there is almost no delay.
A brief test revealed a mean recognition time of approximately
40ms, which is by far less than the reasonable 0.2 seconds response
time.

6 CONCLUSIONS AND FUTUREWORK
This work presents a multimodal hands-free video game interac-
tion method based on eye tracking and nonverbal voice inputs. To
the best of our knowledge, this is the first study that combines
eye tracking with nonverbal voice inputs for game interactions.
Besides, this is the first study performed evaluating mouse and
keyboard versus gaze and NVVI in addition to a feasibility test
with people with speech and motor impairments. The participants
finished the game slower using mouse and keyboard. However, the
qualitative responses and explicit feedback indicate a clear prefer-
ence for gaze and NVVI as an exciting, engaging, and fun game
interaction method.

For the experiment, we designed a 2D game with the aim of
evaluating the interaction method. However, it will be more natu-
ral to use gaze input in first-person games since the player shares
the same view as the character. In this demo game we only used
humming to trigger the jump action. However, other kinds of non-
verbal voices e.g, whistling can be defined by the user for triggering
other actions. A further study could differentiate the length, pitch,
and tone of the player’s voice to enable more complex interactions.
This interaction technique in general can be used as a handsfree
alternative in interfaces operatable by single-touch interactions e.g.,
general interactions such as swiping, scrolling, map exploration,
etc. We envision further work to utilize such interaction method
based on gaze and nonverbal voice inputs in more complex games
and other exciting applications in the domain of communication,
and virtual or augmented reality.
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A QUESTIONNAIRE
The questionnaire consists of three parts: the participant infor-
mation, the experience, and the control. The experience section
is about enjoyment, challenge, and engagement. The control part
focuses on evaluating the input modalities. The questions in control
section are answered separately for MK and GV methods.

A.1 Participant information
• How old are you?
• What is your gender?
• What is your current occupation?
• Do you have experience with video games (mouse and key-
board)? 1 (Never played) - 5 (I play very often)

• Do you have experience with Eye Tracking? 1 (Not at all) - 5
(highly experienced)

• Do you have experience with voice-controlled games? 1 (Not
at all) - 5 (highly experienced)

A.2 Experience
• How well do you think you played? 1 (Not good at all) - 5
(Very good)

• How much did you enjoy playing? 1 (Very boring) - 5 (Very
entertaining)

• Was it challenging to play? 1 (Not at all) - 5 (Very challenging)
• Was it exciting to play? 1 (Not at all) - 5 (Very exciting)
• Did you focus deeply on the game? 1 (Not at all) - 5 (Very
concentrated)
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• Have you lost track of time? 1 (Very slowly) - 5 (Very quickly

A.3 Control
• Did you run out of breath? (Not at all, sometimes, often)
• Did the penguin move exactly the way you wanted it to? 1
(Very inaccurate) - 5 (Very accurate)

• How would you rate Mouse/Eye Tracking overall? 1 (Very
bad) - 5 (Very good)

• How would you rate Keyboard/Voice overall? 1 (Very bad) -
5 (Very good)

• Was it exhausting to play? 1 (Not at all) - 5 (Very exhausting)
• How fast did you play? 1 (Slow) - 5 (Fast)
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