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Introduction

・In this paper, they propose a method to create fighting game AI agent using 
deep reinforcement learning with self-play and Monte Carlo Tree Search (MCTS).

・Also analyze various reinforcement learning configuration novel performance 
metric. Agent trained by the proposed method was evaluated against other AIs.

・FightingICE was used for this experiment.



Fighting ICE

・One-on-one fighting game

・There is such a thing as a delay frame in 
“Fighting ICE”



FightingICE

・The information that can be obtained within this game is shown in this table



Reward

・The first is the HP difference.

・Secondly, the rewards obtained vary depending on the round win or loss.

・Finally, if you do not defeat the enemy within the time of the round, AI will 
receive a -10 reward.



Method

・AI uses a combination of MCTS and self-play learning methods.

・Self-play learning is a method in which AIs repeatedly play against each other 
and take turns learning.

・The algorithm used for deep reinforcement learning is Proximal Policy 
Optimization. Simulation frames are generated to predict behavior.



Method



Experiment

・Perform three experiments

・The experiment used the top-ranked MCTS AI from the 2017, 2019 FightingICE 
competition as the opponent.

・The characters used by both AIs are the same



Experiment

・In the first experiment, they will conduct a match between the AIs we have 
created so far and obtain the win rate, average remaining HP, and average 
remaining time, respectively.

・In this matchup, they will obtain the win percentage, average remaining HP, and 
average remaining time, respectively.

・In the last experiment, they calculate the SDR scores of the trained AI for three 
different rewards, two different rewards, and one different reward, respectively.



Experiment

・It also gives an overall rating called the SDR score.

・Using this formula, they evaluated the AI.



Result(experiment 1)

・The AI with the highest win rate was the MCTS AI 1 : Self-play 3 ratio.



Result(Experiment 2)

・The results of Experiment 2 are as follows



Result(Experiment 3)

・The results of Experiment 3 
are shown here.

・The simulated and delayed 
frames are considered to 
complement each other

・Rewards related to HP are 
very important.



Conclusion

・In this paper, two AI designs were proposed: deep reinforcement learning using 
MCTS and Self-play.

・The AI created with a ratio of MCTS 1 : Self-play 3, in addition to rewards from 
delayed and simulated frames, outperformed the AIs that participated in previous 
competitions.



Thank you for attention


