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Introduction

・Deep reinforcement learning can be applied to tasks with many states.

・However, as the number of task states increases, the number of trials 
increases significantly. 

・Therefore, we aim to improve the efficiency of the number of trials by using 
curriculum learning, in which the difficulty of a task is changed step by step 
during learning.



Deep Reinforcement Learning

・Deep reinforcement learning receives a state (st) every time (t) and selects an 
action (at) based on a strategy (π). A reward (rt+1) is given for each of these 
actions.

・The goal is to maximize the reward by trial and error.

・Each action for each state has a Q value.

・Each action for each state has a Q value.



Curriculum Learning

・Generate tasks that serve as the basis for the target task, called a "curriculum

・Training agents for each task to learn the target task

・Gradually increasing the difficulty level improves learning efficiency in 
reinforcement learning.



Experimental environment

● An overview of the convolutional 
neural network used in the DQN for 
the experiments is shown in figure 



Experimental environment

● This time, Boltzmann selection was 
used as the agent's action selection 
method.



Experimental environment
・The game to be studied is a vertical-
scrolling shooter game.

・There is a variable that counts time 
called "step".

・The reward is +1 when the player 
defeats the enemy, and -1 when the 
player is defeated by the enemy.

・An episode ends when the player is 
defeated by an enemy.



Experiment

・This time, we will experiment with normal learning (DQN) and curriculum 
learning (CL) and compare the two.

・The difficulty level is changed by the probability of the enemy firing bullets 
(others are not changed).

・The highest difficulty level has a probability of 1/30 (bullets/step).

・The number of trials is 5 times with 10000 episodes as one trial.



Experiment
・DQN without changing it from a 
probability of 1/30. Do 10000 episodes.

・The following table is used for CL.

- There are CL_A,C,E that 
change the difficulty every 1000 
episodes and CL_B,D,F that change the 
difficulty every 2000 episodes.

・After 6000 episodes of CL, the 
probability does not change from 1/30.



Result

・The following chart compares the 
average reward obtained for each 
episode.

・The following chart shows the 
average reward for each episode.

・The following chart shows the 
average reward for each episode.



Result

・This figure compares the rewards 
obtained after 6000 episodes.

・In all CLs, the rewards immediately 
after 6000 episodes were lower.



Result

・This figure shows the average of the Q 
values obtained for each episode.

・The increase in Q-values was higher for 
CL than for DQN.

・The probability of choosing an action 
depends on the Q-value of Boltzmann's 
choice, so the knowledge gained from the 
action is easily reflected.



Discussion

・The results showed that the number of trials decreased when curriculum 
learning was used.

・The results also showed that the same number of trials produced a difference 
in learning performance when the difficulty level was adjusted.

・However, they could not confirm the effectiveness of the simplification.
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