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ABSTRACT
For the past few years most published research on recommendation
algorithms has been based on deep learning (DL) methods. Follow-
ing common research practices in our field, these works usually
demonstrate that a new DL method is outperforming other mod-
els not based on deep learning in offline experiments. This almost
consistent success of DL based models is however not observed in
recommendation-related machine learning competitions like the
challenges that are held with the yearly ACM RecSys conference.
Instead the winning solutions mostly consist of substantial feature
engineering efforts and the use of gradient boosting or ensemble
techniques. In this paper we investigate possible reasons for this sur-
prising phenomenon. We consider multiple possible factors such as
the characteristics and complexity of the problem settings, datasets,
and DL methods; the background of the competition participants;
or the particularities of the evaluation approach.

CCS CONCEPTS
• Information systems→ Recommender systems.

KEYWORDS
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1 INTRODUCTION
Deep Learning (DL) has become the method of choice in many ar-
eas of applied machine learning, and recommender systems are no
exception. The main machine learning problem in the area of recom-
mender systems is to predict the relevance of items for individual
users, usually with the goal of creating ranked recommendation
lists. Many new algorithms or algorithm variants are proposed ev-
ery year, and in recent years the large majority of these algorithms
rely on deep neural networks.

The common research practice in algorithms research is to com-
pare algorithms with the help of offline experiments on historical
data. The goal in such an experimental setup is to demonstrate em-
pirically that a newly proposed method is favorable over existing
methods mostly with respect to one or more prediction or ranking
accuracy metrics. Given the high interest of DL methods in recent
years, most published research therefore demonstrates through
offline experiments that a given DL method outperforms previous
techniques, in particular ones not based on neural networks. Sup-
porting this narrative, DL-based recommender systems have been

successfully deployed in production by large companies, such as
Alibaba [4], Baidu, [34], Google [5], Pinterest [33] and Facebook
[9].

However, when we look at the outcomes of machine learning
competitions on recommendation tasks, we can not observe such a
consistent win of DL methods over non-DL techniques in recent
years. When we, for example, look at the challenges that are held
yearly at the ACM Conference on Recommender Systems (ACM
RecSys), we instead observe that other techniques dominate the
leaderboard. Specifically, methods often seem to be favorable in
these competitions that rely on comparably old gradient boosting
and ensemble techniques. Moreover, in most cases, one key to
success lies in the effectiveness of the feature engineering process,
which usually requires a good understanding of the domain.

To provide evidence for this discrepancy, we scanned the pro-
ceedings of the workshops that are associated with the challenges
held with ACM RecSys from 2017 to 2019. Specifically, we consid-
ered the top solutions each year, for which papers were published
at the workshop [1, 3, 11, 14, 15, 17, 18, 25–31], which we analyze
and discuss next.

1.1 Analysis of DL Usage in Recent ACM
RecSys Challenges

Among the top five1 solutions from the ACM RecSys Challenge
from 2017 to 2019, only one relied solely on a combination of DL
methods: the second place [31] in the 2018 challenge. Their ap-
proach for the problem of automatic playlist continuation was a
combination of an autoencoder to process tracks and artists lists
with a character-level CNN to process music track titles. All other
solutions are typically based on extensive feature engineering, gra-
dient boosting, or the combination of various techniques, including
matrix factorization, SVMs, logistic regression, content-based tech-
niques or nearest neighbors. In some of the combined solutions,
DL models are included. In these cases, authors usually report the
results for individual models, and we often observe that the DL
models do not reach the performance of gradient boosting (e.g.,
[14, 28, 30]), even when using the same set of features.

In the winning two-stage model of 2018, for example, a CNN
component was used in the first stage, but it had the weakest per-
formance of the first-stage models according to the authors [25].
Gradient boosting is combined in an ensemble with a DL technique
for example in [28] and [14]. In the latter work, however, the DL
component was only trained for one epoch to avoid overfitting, and
at the end it contributed little to the overall accuracy.

1No workshop paper was published for the fifth place in 2018; the code is however
provided online at https://github.com/zakharovas/RecSys2018.

https://github.com/zakharovas/RecSys2018
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For the second-place solution of the 2019 competition [28], the
authors report that the best single model used XGBoost. They ex-
perimented with LSTM-based and Transformer-based neural ar-
chitectures to model the sequence of items displayed to the user
after a query, using the same set of features. Additionally, they en-
riched the feature set with the predicted output leaf of pre-trained
XGBoost models (a technique known as leaf encoding). However, ac-
cording to the authors “[even] with all of the above transformations,
we found it difficult to match GBM performance with deep learning
models.”

The winning team of the ACM RecSys 2020 challenge created its
final predictions as an ensemble of three Gradient-Boosted Decision
Trees (i.e., XGBoost), trained on more than one hundred engineered
features. They explored some neural approaches to leverage textual
content (BERT tokens), but they were not included in their final
solution.

1.2 Observations from Other Recommender
Systems and Data Science Competitions
with Tabular Data

A similar situation can be found in recommender systems compe-
titions hosted on popular platforms like Kaggle2. In the Outbrain
Click Prediction Competition3 (2017), for example, Field-aware Fac-
torization Machines (FFM) were the workhorse technique from the
top-3 winning solutions [13]. The same technique was also success-
ful in previous CTR (Click-Through Rate) prediction competitions
hosted by Criteo4 (2014) and Avazu5 (2014). Differently from the
latter two competitions, the task in the Outbrain competition was
ranking (instead of CTR prediction). The FFM technique however
continued to perform the best three years later, also for this alter-
native prediction goal. Neural networks played a secondary role in
those competitions, after FFM, logistic regression models with FTRL
(Follow-The-Regularized Leader) [21] optimization, and XGBoost.

When looking at other data science competitions with tabular
data in general, i.e., not only on recommender systems, our obser-
vations are similar. Considering Kaggle competitions from the last
three years on tabular data, most of them had GBM as the core
models. A few exceptions were the Porto Seguro’s Safe Driver Pre-
diction6 and Predicting Molecular Properties 7 competitions, where
the winning solutions relied on DL models. In the former one, the
provided features names were anonymized, making it impossible to
use domain knowledge for feature engineering. We might speculate
that this was one factor that favored the use of DL models. In the
latter competition, the winning solution was a carefully designed
graph neural network (GNN) with self-attention. Here, the under-
lying graph structure of the data might have been advantageous
for graph-based architectures.

Overall, however, given our general observations the question
that arises is why we see such discrepancy, i.e., why DL models
almost consistently win in academic comparisons and papers and in
industry but not (yet) in the competitions. In this paper, we analyze
2https://www.kaggle.com/competitions
3https://www.kaggle.com/c/outbrain-click-prediction
4https://www.kaggle.com/c/criteo-display-ad-challenge
5https://www.kaggle.com/c/avazu-ctr-prediction/
6https://www.kaggle.com/c/porto-seguro-safe-driver-prediction/
7https://www.kaggle.com/c/champs-scalar-coupling

the potential reasons for this phenomenon and we identified three
main categories of potential differences and explanations: (1) the
dataset and problem characteristics, (2) the researchers goals and
motivation, and (3) the evaluation methodology. While we cannot
give definite answers on what causes the discrepancy, this investi-
gation aims to highlight those gaps and create a discussion on dif-
ferent topics, e.g., regarding the difficulties of applying cutting-edge
research in competition scenarios or regarding potential method-
ological issues in academic environments.

2 ARE THE PROBLEMS DIFFERENT?
One potential reason for the observed discrepancy could lie in
the characteristics of the problems that are addressed in academic
research and in the competitions.

Dataset-Related Aspects: The datasets provided by companies for
competitions such as the ACM RecSys Challenge often comprise
several million interactions and are meant to be representative
of industry data. The XING dataset from the 2017 challenge for
example contained over 320 million recorded interactions. Since
the Netflix Prize in 2006 with its 100 million ratings, datasets of
such a size are not uncommon in recommender systems research.
However, in academia, recent DL methods are often evaluated on
smaller datasets, which contain only 100.000 interactions or even
less [8].

One popular assumption of DL methods is that they work partic-
ularly well when large amounts of data are available for training. If
this holds true, these methods would profit from the large datasets
used in the competitions. On the other hand, however, training
deep neural networks can be computationally expensive, which is
one of the reasons why even recent academic papers use compara-
bly small datasets in their evaluations. In cases where the contes-
tants in a competition do not dispose of large computing capacities
(e.g. GPUs with large memory to hold giant embedding tables for
high-cardinality categorical features) they might therefore resort
to alternative approaches like gradient boosting.

A decisive difference between competitions and real-world de-
ployments may be the volume of data that is available in real-world
systems. Data in competitions is sampled from a short period of
time and a subset of users, whereas deployed systems leverage
iterative retraining of existing models to maintain rich interac-
tion histories of users and items. The advantage of DL methods in
deployed systems might therefore only unfold once more data is
available.

Another aspect related to dataset characteristics is that some
of the datasets that are used in academia—such as the traditional
MovieLens100k collection of movie ratings—are less sparse than
datasets from competitions and than real-world datasets in gen-
eral. High data sparsity is known to potentially lead to overfitting,
and this might specifically apply to certain DL architectures. An
important aspect to consider here is that competition datasets are
in fact often large in terms of the number of recorded interactions.
However, sometimes these interactions were collected within a
narrow time window, e.g., of a few weeks. As a result, user and
item embeddings that are learned by many DL models are often
based only on a very small set of interactions per user and item.
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In terms of additional data, in the last three ACM RecSys chal-
lenges various types of meta-data were made available, i.e., not
only the interactions between users and items were provided, but
the datasets contained information about jobs, artists, and hotels,
respectively. DL methods are often said to have the advantage that
they are well suited for heterogeneous or multimodal data [23] and
that they are able to detect and leverage complex interactions in
such data, e.g., by using a shared representation. Again, the avail-
ability of meta-data should in principle be advantageous for DL
methods, but we only observe few examples like [31], where a CNN
was used to leverage meta-data information.

In some situations, the availability of more meta-data features
can even mislead DL methods in certain ways. In recommender
systems competitions, the most common tasks are binary classifica-
tion of user interactions or ranking items based on their predicted
relevance. Those tasks require negative samples (non-existing user-
item interactions) for evaluation, and most algorithms also use
those negative samples for training. The perfect scenario would be
to have real negative samples of items, which were actually seen by
the user and ignored. However, the negative samples in competi-
tion datasets are often artificially generated from some probability
distribution over the items (e.g., based on items recency, popularity,
co-occurrence, or content similarity), trying to emulate items that
the user could have seen (and ignored) in their browsing sessions.
If the distribution of the negative items is not very close to the
positive ones, complex models can learn patterns that separate pos-
itive and negative samples from the available leaking features, and
leverage this shortcut for accurate predictions. This risk increases
when a richer set of features is made available.

Neural networks easily overfit when such leaking features are
present, evenwith regularization techniques such as L2-regularization
or dropout. Ensembles of Trees (e.g. GBDT, Random Forests), in
contrast, combat overfitting with techniques like bagging (instance
sampling with replacement), feature bagging (column sampling),
and boosting (optimizing for correctly predicting the errors from
the previous training step). In the end, these techniques may result
in more generalizable models (i.e., low-variance errors).

Prediction-Related Aspects: In academia, the most common prob-
lems that are addressed are rating prediction, binary classification
and top-n recommendation given a matrix of historical user-item
interactions. In many research works, one corresponding assump-
tion is that for each user a number of past interactions is known
for the training phase. The prediction problems in the last three
ACM RecSys challenges were however different. In 2017, the goal in
the offline part of the challenge was to predict which users would
be interested in a newly posted job offer, which corresponds to an
item cold-start problem. Differently from typical academic research,
a very specific evaluation metric was used that considered vari-
ous types of user reactions on the recommendations. In 2018, the
task was to create music playlist continuation given the first few
tracks. In 2019, finally, the goal was to predict which of the hotel
search results was clicked by a user in a given session. In particular
in the latter two cases, the problem was not a traditional matrix
completion setup, but rather a session-based and context-aware
recommendation problem.

When using neural networks in item cold-start and user cold-
start recommendation scenarios, usually the item and user embed-
dings will be as random as their initialization, with no predictive
power. Leveraging user and item metadata (e.g., demographics, con-
tent features) and contextual information (e.g., recent interactions,
time, location) is therefore key for making sense on whether a given
user might be interested in certain item in a given context.

In recent years, a number of DL-based methods were proposed
for session-based and sequential recommendation tasks [24]. How-
ever, in particular for session-based approaches, it often turned out
that DL methods based on RNNs or Attention do not necessarily
outperform conceptually more simple techniques based, e.g., on
nearest neighbors [20]8. Note that many of these session-based
Deep Learning algorithms rely solely on collaborative information
(i.e., user-item interactions), but do not take into account side infor-
mation, which might be one factor that limits their effectiveness.
For example, the experiments from [22] for the news domain report
that simple session-based algorithms (e.g., based on kNN and asso-
ciation rules) were able to provide higher accuracy than RNN-based
and GNN (Graph Neural Networks)-based models when solely con-
sidering user-item interactions. Only when side information was
added to an RNN-based architecture (CHAMELEON [6]) that was
designed to deal with the cold-start problem, the accuracy was 20%
better than any other session-based algorithm.

3 ARE THE RESEARCHERS AND THEIR
GOALS DIFFERENT?

Another potential reason why we do not see DL methods con-
sistently win might be tied to the people who participate in the
competitions. One could, e.g., assume that some participants do
not have access to GPU-powered hardware, as mentioned above,
which is why they resort to other, computationally less demanding
techniques. An alternative hypothesis could be that challenge par-
ticipants regularly competing in data science competitions. Given
the popularity and past success of gradient boosting in such com-
petitions, one could speculate that these participants either have a
preference for more traditional models or that they are not profi-
cient in the latest deep learning techniques.

When looking at the affiliations of the researchers who par-
ticipate in the ACM RecSys challenges, it is however difficult to
maintain such hypotheses. The top-performing contributions come
from teams with heterogeneous backgrounds. There are teams from
AI-focused companies, there are members of academic research
groups working on recommender systems, and there are individuals,
assumedly independent researchers or machine learning enthusi-
asts, for which not much background is available. At least for the
participants from companies, we may assume that they dispose of
sufficient computing resources. Moreover, when looking at individ-
ual researcher profiles, both from industry and academia, it also
becomes clear that these participants are well aware of DL methods
and in some cases, as described above, report their experiences of
adding DL components to their solutions.

8As a side observation, note that nearest-neighbor techniques were quite often part of
well-performing solutions previously, e.g., in [1, 18, 19, 27, 29].
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Nonetheless, researchers and challenge contestants may have
different objectives, preferences and work processes. Regular par-
ticipants of data science competitions usually rely on generic tools
that have passed the test-of-time and were part of many winning
competitions solutions, such as Gradient-Boosting Trees. Those
models are very lightweight in terms of data pre-processing (e.g.,
do not require feature scaling), do automatic feature selection, are
robust against overfitting, and are interpretable, thus providing
insights on the most important features. Neural networks, on the
other hand, often require in-depth expertise regarding features nor-
malization, architecture design, regularization, or loss functions,
and they also require specialized hardware (GPU) for high per-
formance. Furthermore, neural models usually require effort and
time for better results, due to sensitiveness to pre-processing, ar-
chitecture design and hyper-parameter choices. The problem of
finding an network architecture (including the structure, number
of layers and nodes) alone can open a vast design space in which a
well-performing solution might lie. As competitions usually have
a relatively short time span, DL models may not be not the first
option for contestants when given tabular data.9

In our experience, challenge contestants usually invest substan-
tial amounts time on feature exploration and engineering when
working with tabular data. On the other hand, academic researchers
usually focus more on scientific aspects, such as exploring and
proposing complex training algorithms and neural architecture
designs for a given problem or domain. They are generally not
focusing on feature engineering and leakage exploitation in their
experiments. It is not common, for example, to have papers report-
ing experiments comparing novel neural architectures for hybrid
recommendation against XGBoost models, where both models use
the same rich set of features.

4 IS THE EVALUATION PROCESS
DIFFERENT?

How the performance comparison experiments are set up and how
the evaluation is actually done is quite different in academic re-
search and in competitions. We illustrate the main differences in
Table 1.

The difference between these two ways of benchmarking algo-
rithms is striking. The way it is done in competitions appears to
be more objective and not prone to potential biases by researchers
who are the only ones who evaluate their own proposals before
publication. In academic settings, researchers in fact have a lot of
freedom when they decide on the specifics of the experimental
setup. Having this freedom is absolutely important, because it al-
lows researchers for example to explore novel configurations and
research questions that were not investigated before. A potential
downside of this freedom might be that researchers might con-
sciously or unconsciously end up with experimental configurations
that favor their hypothesis that their newly proposed method is bet-
ter than previous ones. A typical issue in the context can lie in the
selection and optimization of the baselines. The potential result is
that the reported progress is only virtual because, e.g., the baselines
were too weak or not as well optimized as a new method. Recent

9In recommender competitions tabular data is common. In other domains where DL is
successful, we often see other types of data, e.g., images, text or graphs.

research provides several examples where DL methods were—in
contrast to what was reported in the papers—not consistently out-
performing existing and often quite simple methods [8, 20, 32]. Of
course, we cannot know to what extent the consistent win of DL
methods over previous approaches in the academic literature is
due to methodological issues. This is particularly unclear because
similar issues were observed before the DL era, e.g., in the field of
information retrieval [2].

Overall, we can observe that the evaluation approach in aca-
demic research and in competitions is different in terms of who
designs the experiment and who does the measurement. In the
end, it however remains unclear if these differences are strongly
tied to the observed discrepancies between the winning models
in academic papers and in competitions. A similar difference is
seen in industry where the success of recommenders in terms of
organization-oriented, often longitudinal Key Performance Indi-
cators [12]. For example, Google [5] reported from their online
experiments a gain of 3.9% in Online Acquisition Gain with their
Wide&Deep model, compared to a Linear model with the same set
of features. On a more positive note, we can increasingly observe
that academic researchers care more about reproducibility by mak-
ing codes, hyper-parameter choice and datasets publicly available.
This should lead to the effect that other researchers have the oppor-
tunity to objectively and independently validate the experiments
and outcomes.

5 DISCUSSION AND CONCLUSIONS
Our work has highlighted a number of potential reasons why DL
methods do not consistently win recommender systems competi-
tions. Alternative reasons might exist as well, e.g., that it is just
a coincidence that happened in the particular competition series.
Actually, there was a second-place solution in one year that was
purely based on DL. It could be that DL methods “just don’t work
well” for these types of problems. Such a generalizing explanation
however seems unlikely, given the success of DL in various other
application areas of machine learning and in industry.

Overall, we believe that the potential of DL methods for recom-
mendation problems has not been fully exploited yet. Maybe we still
need better methods that are more effective in combining different
information sources in parallel. Previous works, for example in the
area of session-based and sequential recommendations, indicate
that combining information sources can be key to the success of DL
methods [10]. This is particularly the case when there are certain
specifics to be considered like in the news domain, where we have
a permanent item cold-start problem [6]. Another potential way
to achieve better results with DL in competitions may lie in the
development and use of tools that lead to high performance “out-
of-the-box”, i.e., without the need of extensive feature engineering
and neural architecture design. In the context of DL, such AutoML
techniques for example include Neural Architecture Search [7].

Our discussions however also highlight the importance of not
forgetting about non-DL methods in academic research. In recent
years, we sometimes observe that newly proposed methods are only
compared with other DL methods, and that previous approaches
are not considered anymore. When it later turns out that these
baseline DL methods were not necessarily better than what we had
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Table 1: Comparison of Evaluation Process between Academic Research and Competitions

Aspect Academic Research Machine Learning Competition

Selection of dataset By researcher By competition host
Selection and optimization of baselines By researcher Represented by other participants
Selection of evaluation metric(s) By researcher By competition host
Selection of protocol specifics10 By researcher By competition host
Execution of measurement By researcher By competition host
Publication of measurement results By researcher By competition host
Test data Available to researcher Never available to participant
Source code sharing Researcher may share Must be shared sometimes
Dataset sharing Researcher may share Training data available to all participants

before—e.g., due to methodological issues mentioned above—than
we end up again with “improvements that don’t add up” [2, 8]. This
pattern of DL focused baselines also occurs in the online evaluation
provided on industry datasets and this advice may also be applicable
there as well.

Finally, one might question the importance of machine learning
competitions for scientific process in general. Such competitions
in some ways reinforce a “leaderboard chasing” culture, where the
main and often only goal is to outperform previous methods by a
few percent on a set of accuracy measures. This may lead to the
effect that the question whether or not these improvements matter
in practice is never asked. Also, it becomes irrelevant why a certain
solution led an improvement [16], because such a research approach
is not based on underlying theories or research hypotheses. On the
other hand, competitions can have a number of positive effects on
scientific research. Through such competitions, organizations can
for example share problems that matter to them with the academic
community. Moreover, competitions are one of the most important
sources for datasets for academic researchers, and they are also a
helpful means to engage researchers to build continuously better
recommender systems in the future.
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