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Abstract

A chat dialogue agent or a conversational agent is a computer program designed to hold a
conversation using natural language. Such computer programs have been getting popularity in
recent years as the demand for the kind of applications have increased in many different areas.
In addition, recent advances in other related language technologies such as speech recognition
and natural language understanding give us the chance to communicate with the device to get
information easily. However, there are still a lot of difficulties on designing a chat dialogue
agent, especially open domain dialogue agent.

In this work, we presents implementing a dialogue agent using Twitter conversation to com-
municate with the human naturally and make them enjoyable. As a result, we have implemented
an open domain dialogue agent using the large amount of Twitter conversation data.



Chapter 1

Introduction

1.1 Background

A dialogue agent is a computer program designed to imitate a conversation with users [1].
In recent years, a dialogue agent have been expected be applied in various fields, but many
challenges still exist in developping them. In general, dialogue agent can be categorized into
two types: task-oriented dialogue agent which are used to help the user to complete various
tasks. Typical examples of task-oriented dialogue agent are used booking transportation or ac-
commodation services, question and answer for guidance system, etc [2—4]. On the other hand,
open-domain dialogue agent which aim to perform a natural conversation with the user [5]. To
realize task-oriented dialogue agent, it is important role to perform open domain conversation
with the user not only entertainment but also for efficient task accomplishment [6]. In addi-
tion, Takeuchi at el. reported that the user sometimes made an utterance unrelated to the task
accomplishment in the case of fask-oriented conversation [4]. Since in order to achieve a task
smoothly and realize a user-friendly task-oriented dialogue agent, it needs to handle such open
domain conversation appropriately.

Both task-oriented and open-domain dialogue agent have been studied for a long time. There
are mainly two problems as the way of response and how to collect data. Conventional ap-
proaches to build a dialogue agent have used hand crafted rules more than tens of thousands
called rule based model [7]. However, it requires a lot of manual efforts to construct and lead-
ing to expensive maintenance costs. Another problem with the rule based model is the low
coverage of topics. To handle these problems, recent studies have used social media websites.
There are numerous samples of conversation data on social media websites such as Twitter,
Facebook and Reddit. Twitter is one of the rich source frequently used in the field of dialogue
agents [8,9]. Twitter offers many APIs to retrieve individual tweets and tweet streams. Twitter
dialogues come relatively close to informal daily conversations. So we can get a large amount
of conversation data easily and solves the coverage problem.

Recently, the approach to build a dialogue agent have used statistical based model which
use statistical processing with a large amount of conversation data on Twitter [9, 10]. It is not
necessary a lot of manual efforts to construct a dialogue agent and leading to low maintenance
costs. However, since Twitter conversation data contains noise such as named entity so that
this approach has potential to output semantically incorrect sentences. To tackle this problem,
Inaba et al. proposed utterance acquisition method from Twitter [10]. But this method use only
utterance containing a topic word.

In this paper, we propose a retrieval based model using social data on Twitter. Our model use
statistical processing with a large amount of conversation data. We aim at building a dialogue
agent which is close to daily conversation so that we do not adopt the utterance acquisition
method by Inaba. Because they only acquire the sentence containing topic word.
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CHAPTER 1. INTRODUCTION

1.2 Objective

Previously, we implemented a dialogue agent both rule based model [11] and retrieval based
model [12]. However, the experimental results show that we could not get the results as we
expected. In this research, we continue to implement the retrieval based model using Twitter
conversation. The goal of this research is implementing a dialogue agent which is able to talk
naturally and make the user enjoyable.

2 THE UNIVERSITY OF AIZU



Chapter 2

Related Work

In this chapter, we briefly provide existing well known dialogue agent model as rule based
[7,11, 13, 14] and statistical based [8,9, 15] model.

2.1 Rule based model

A large number of dialogue agents respond to a user’s utterance based on response rules.
This is called rule based model which is used by ELIZA [13], PARRY [14], A.L.ILC.E. [7]
and our previous [11]. One of the most popular mechanisms of representing rules is AIML
(Artificial Intelligence Markup Language) [16]. AIML is a simple XML based markup language
that gained popularity after being used in a successful dialogue agent A.L.I.C.E that won the
Loebner Prize three times. The Loebner Prize is an annual competition in Artificial Intelligence
to find the dialogue agent considered by the judges to be the most human-like. The format of
the competition is based on the Turing test. The main drawback of AIML-based model lies
in the large number of rules required to imitate a natural conversations, especially in case of
open domain models. Therefore, AIML-based dialogue agent require a lot of manual efforts to
describe its knowledgebase, leading to expensive and error-prone development process.

Previously, we tried generating AIML rules automatically using conversation data acquired
from Twitter [11]. However, we found that there are lot of difficulties causing with the lack of
approximate matching. Moreover, if the number of rules exceeds a certain threshold hindering
the improvement of perfomance of AIML-based dialogue agent [17]. It suggested that there is
a limit to the performance of AIML-based dialogue agent. So we shifted rule based model to
retrieval based model as we mention next section.

2.2 Statistical based model

The recent explosion of public conversations on social media websites have promoted the
development of approaches statistical based model. There are two major approaches in the
Statistical based model as example based model also called retrieval based model [15, 18, 19]
and machine translation (MT) model also called generative models [8,9].

Retrieval based model searches a large database of predefined responses for given user input
selecting appropriate response. Web data especially Twitter data are used to this approach [10,
15,20]. Although Twitter data can deal with a wide variety of topics to user input due to the
diversity, Twitter data contain noise. Since Inaba et al. constructed a dialogue agent based
on their proposed method to suppress this noise and acquire an appropriate utterance from the
candidate responses which are collected only extracted the sentences containing topic words
in a large amount of Twitter data. They assessed their dialogue agent using human subject
conversation to evaluate. For comparison, they constructed a dialogue agent using a chat API
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CHAPTER 2. RELATED WORK

developed by NTT Docomo and a Wizard of Oz (WOZ) method based agent. They confirmed
that their dialogue agent is superior to the chat API. In addition, this approach indicates that
performance is powerful since dialogue agent based on this approach include Jabberwacky [21]
which won the Loebner Prize. Previously, we built a dilaogue agent retrieval based model using
Twitter conversaiton data [12]. In this research, we try to do another approach.

Generative model don’t rely on predefined responses which generate new response from
scratch. Ritter et al. proposed Machine translation method for response generation. They
prepared tweet reply pairs of status post and reply regarding them as the source language and
the target language respectively. In other words, instead of the source language to the target
language, this method translate an user input to an output. Sordoni et al. extended the MT
method, they collected Twitter conversation A-B-A triples as context, message and response.
They exploited generating responses that are sensitive to the context of the conversation which
performs better than Ritter et al. proposed model.

Deep Learning can be used for both retrieval based model or generative model [22]. Al-
though generative model is an active area of research, but it doesn’t work well in practice at
current time. Because generative model tend to make grammatical mistakes compared to re-
trieval based model. Retrieval based model output a response from potential response which
is written by human. However, generative model output a response from scratch so that pro-
duce irrelevant response easily, if the generative model could not optimize well. Since we adopt
retrieval based model to build a dialogue agent.

4 THE UNIVERSITY OF AIZU



Chapter 3

Method

In this chapter, we introduce how to collect conversation data on Twitter and building a
dilaogue agent using collected data.

3.1 Twitter

We crawled Twitter conversations using Twitter Streaming API and Rest API to collect a
large amount of conversation data on Twitter. The collected data corresponds to the tweets
posted between October 2016 to November 2018. Each conversation consists of 3 tweets as
follows.

1. Original tweet by user A
2. Reply tweet by user B
3. One more reply tweet by user A

We use Tweepy [23] which is an easy to use Python library for accessing the Twitter API. Indi-
vidual tweets are tagged with a number of attributes, including the tweet language, timestamp,
and in-reply-to fileld. We fetched Japanese tweets only, and extracted the content of each at-
tribute. As a result, we gathered a corpus of 2,653,088 dialogues consisting of three tweets like
above.

3.2 MeCab and TF-IDF

This section provides the necessary prior knowledge to talk about the following sections.

3.2.1 MeCab and Neologd

It is necessary to do morphological analysis to tokenize the text in Natural Language Pro-
cessing. Mecab is the one of the tool of morphological analyzer for text written in Japanese [24].
Japanese is written continuous string unlike text written in English which is separating each
words with single space. It is easy to get single token in the case of English due to each words
separated with single space. Since we use MeCab to get single token from continuous string
written in Japanese. MeCab is tokenize the text based on IPA dictionary. The problem of this
method is that doesn’t assure accurate analysis and update the IPA dictionary. Since the dic-
tionary has not been updated, there are many new words unrecorded in it such as iphone and
AKB48. To solve this issue, we found customized system dictionary for MeCab called mecab-
ipadic-NEologd (Neologism dictionary) [25].
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CHAPTER 3. METHOD

Neologd includes many neologisms, which are extracted from many language resources on
the Web. Neologd can tokenize Japanese that can not be recognized using IPA dictionary such
as iphone and AKB48. But Neologd also have weak points as the named entity. Neologd cannot
classify well the named entity and not named entity word is recorded as named entity. For
example, suppose the source sentence is as "AKB #8&20>, .. 73V F—ALfhEdT A 2 —
EBAZ 5 X7 (58)”. The result of morphological analysis is like below.

1' (IPA) ’AKB’,’!‘%’,’E%’,’ ﬁ),, 7‘ ” ,‘ ’, ’\ ,,a j_:‘\JV,,, F‘—_‘L\’,"fﬂ“i&’,,j—
/\/’, ’ L‘j:"’ ’ 2_’, ’ __,’ ’ ilﬁlﬁa” ’ % _5 ,’ ’ ‘)f_-)” ’ 7)8:7’ 7(” ’ %‘,Q/fa’ 9)7

2. (Neologd) ’AKB#EZ > H,7 °,°, °,°, 7 F IV F—4" " fhE, A,
cj}"’ s Z‘.’, ’ __7’ s ?I“:_:[Iﬁ&’, s % 5 9’ ’ )6_771;:3, ’(3’ s %’, a)a

’ AKB #83%28’ is neologisms so that IPA dictionary could not analyze appropriately. In addition,
although IPA get morphemes > 7 3%’ and” N — A, Neologd get an appropriate morpheme as
* 3% N —2. Itis a stadium in Nagoya.

Both IPA and Neologd dictionary have weak points. But the developer recommended us to
use both dictionary so that we use together through compiling the system dictionary.

3.2.2 TF-IDF

Term frequency inverse document frequency (TF-IDF) [26] is a statistic that intends to cap-
ture how important a given word is to some document. This is a technique often used in docu-
ment classification and information retrieval. Term frequency term is simply counts the number
of occurrences of word w appeared in a given document d, the exact ordering of the words in a
document is ignored but the number of occurrences of each word is material, while the inverse
document frequency term puts a penalty on how often the word appears elsewhere in the corpus.
The final score is calculated as the product these two terms, and has the form:

[V

tfidf(w,d,C) = f(w,d) x log [deC:wed

where C is the set of all sentences in the preprocessed collection, f(w, d) indicates the number
of times word w appeared in the document d, N is the total number of dialogues, and the de-
nominator represents the number of dialogues in which the word w appears. To implement this,
we rely on the default similarity measure implemented in the scikit-learn library [27], which is
an TF-IDF weighted Vector-Space similarity.

3.3 Preprocessing

Our dialogue agent response to the user based on the database having a large amount of
conversation data on Twitter. Twitter conversation data are noisy so that we need to do prepro-
cessing before creating the database. There has been proposed the filtering method to eliminate
noisy data [8, 10,20]. We performed the filtering method are similar to those used by Inaba
et al. and Higashinaka et al.. The most different things between their approach and ours are
topic word. We use sentences that do not have topic word. To suppress noise, we perform the
preprocessing as follows.

1. Twitter expression - There are many irrelevant expression to our informal dairy conversa-
tion in tweets. These tweets typically consist of hyperlinks, hashtags, retweeted content
and user names. We remove such tweets from the source collection and replace user
names with empty string. In addition, there are the others typical of Japanese keyword as
YT U= T AT T =, 0T FN, ) P A, RS S, DM, R, Pbot”.

6 THE UNIVERSITY OF AIZU



3.4. AIML

We also remove tweets containing such keyword. (e.g. 5 7+ —L4L L £ L7 (;
) RZEKIGH OB S TIVET H UE UL AIZIEO A BRIV L 720
TT | 3HURIZZ A0 NR2WEHE) ASETIHE T O THAML 23X W)

2. Time expression - We remove tweets containing time expression words such as time, date
and relative dates. (e.g. 1 D SHERIEEATZ WDV HE 06 5HEEBRIT> TS
() ! 2 HERFERITI DAL o721 &8 SEHEFENZ N EHEE L 5EIES
IRODMMA L PED TRELRLUTEND LD IR o7 1)

3. Personal pronouns - There are many personal pronouns in Japanese unlike English such
as 77z L7, 7B, 7I1E < . We normalized the first person pronoun to "7z L™,

4. Long sentence - If the sentence is too long (more than 50 characters) are removed because
they may not be appropriate as colloquial sentence. (e.g. NH—, KIZZ>Z BT Y
M) =R 2BHNIFEICHAW - E-EER D265 5>, SHERAR
WRAMBEB VD TIHIRWEZA I D, DIZLUIEN—F Y LT — Lt X =B
FLTL3E%F, ALXDTZo)

5. Proper name - Collected tweets may contain name of the other person in the conversation.
Such tweets to be removed because proper name is only known to both the speaker. (e.g.
XX ADBIEIZO o DWVWTHRIE AR & 2 W IF 7 (ffdE))

6. Frequency - We remove one frequent bigram that appeared only once in the source col-
lection.

Table 3.1 show the result of preprocessing. We use 369,671 valid triples to build a dialogue

corpus 2,653,088

URL Tag RT 1,044,932
twitter expression | 117,466
time expression 220,339
long sentence 326,996
proper name 108,195
Frequency 465,489
valid triples 369,671

Table 3.1: Preprocessing Result

agent. We convert them into AIML format for response generation as we detailed in the next
section.

34 AIML

To build a dialogue agent, we use AIML for response generation. AIML is a derivative
of Extensible Mark-up Language (XML) [16]. It was developed by the Alicebot free software
community during 1995-2000 to enable people to input dialogue pattern knowledge into chat-
bots based on the ALICE free software technology. In general, its system belong to rule based
model. However, we use it retrieval based model.

3.4.1 AIML Basic Categories

AIML is based on XML, and thus consists of hierarchically organised elements. Individual
“units of knowledge” are known as categories in AIML. Category is basic unit and should
define at least two compulsory elements: a pattern that contains a sample input and a template

THE UNIVERSITY OF AIZU 7



CHAPTER 3. METHOD

that contains the corresponding response of the dialogue agent. In the Figure 3.1, if the user
inputs ¥ 1% X —, the agent should reply 513 & 5.

<aiml>
<category>
<pattern>d3(d & —</pattern>
<template>d3(d & S </template>
</category>
</aiml>

Figure 3.1: AIML Category

3.4.2 AIML context

We add context tag into basic categories like the Figure 3.2. The merits of adding context tag
is allows specifying the context where the given rule is applicable and thus keeping dialogues
coherent. We rely on this capability when converting Twitter dialogues into AIML rules. The
resulting system uses the rules including all three elements like the Figure 3.2. Here, the dia-

<aiml>
<category>
<context>d5(d.d~—</context>
<pattern>d3(d. & S</pattern>
<template>SHITLWER TI . </template>
</category>
</aiml>

Figure 3.2: AIML Context

logue agent will reply 5 HIZ WK T3 42, only if the two preceding dilaogue lines were
Blidk—and BT LS.

3.5 Response Model

We use Twitter conversation data for response to the user. After preprocessing, we have
triples consisting of three consecutive utterances. Our system attempts to find the top 100 cat-
egories are retrieved on the basis of the similarity between the system context and the context
in the categories. We adopt the cosine similarity of TF-IDF weighted word vectors. Here, we
have 100 categories so that we have 100 patterns. To get response from the agent, we narrow
down the candidates categories to ten. For a given user input as a query and find the top ten
categories are retrieved on the basis of the similarity between the query and the pattern in the
top 100 categories. Then, one of the retrieved category is randomly selected for response to the
user.

8 THE UNIVERSITY OF AIZU



Chapter 4

System

In this chapter, we describe the system implementation, architecture, and development of
the dialogue agent. In our system, between the user and the dialogue agent hold a conversation
through input text message, not speech recognition.

4.1 Implementation

We implement the dialogue agent by converting twitter dialogues into AIML rules and re-
trieve template as response to a given user input.

The process of converting the raw tweet corpus into a set of AIML rules consists of the
following steps. First, we preprocessing raw tweet to eliminate unsuitable data for conversation
as we mentioned previous chapter and retrieve a large amount of preprocessed tweets. Second,
each element in our corpus contains three consecutive dialogue lines that are to be mapped to
the AIML tags <context>, <pattern> and <template>. Our system attempts to retrieve the
similar context and pattern for the current situation using TF-IDF approach [26]. This process
requires tokenization into individual morphemes which is done with the help of Japanese mor-
phological analyzer MeCab splits the text into individual part-of-speech tagged morphemes.
Third, we generate AIML rules from three consecutive dialogues and storing them as AIML
format files. Each triples are tokenized into individual morphemes which is transformed into an
individual AIML rules. Triple elements are mapped to the AIML tags <context>, <pattern>
and <template>. As a result, we generated 369,671 rules for the system.

4.2 Architecture

Conversation flow between the user and the dialogue agent as follows.

p—

. Loading AIML files and converting the documents into TF-IDF weighted word vectors.
2. The dialogue agent starts a dialogue with a line Z A2 5 (3.
3. User turn: input text message and send it as an user utterance to Response model.

4. Agent turn: provides a similar context/pattern pair and randomly select a template from
them as an agent utterance to the user.

5. Back to 3.

Figure 4.1 presents conversation flow between the user and the dialogue agent. Response
model is receive the user utterance, then it search similar context to the previous response of
the agent and retrieve 100 context/pattern pairs. To get the response from the agent, Response
model narrow down context/pattern pairs to the top ten similar patterns to the user input based

THE UNIVERSITY OF AIZU 9



CHAPTER 4. SYSTEM

on cosine similarity. After calculating similarity, Response model randomly select template as
the agent utterance and send it to the user.

7o o
[ © © Juser utterance

Nl E—

User

/T

agent utterance

Response Model

Figure 4.1: System architecture

4.3 Development

The system is designed as a client-server application with a web interface and a python
backend. The user enter the conversation page from Login page in Figure 4.2. The frontend
processes user message and sends it to the server side for further processing in Figure4.3. The
agent’s decision making is supported by AIML rules containing conversations, stored in AIML
format files.

D https://autotests.rt2z47a.ddns.me X +

&« C' @ https://autotests.rt247a.ddns.me/chatbot/ChatbotLogin.py
Chatbot

Name / student ID: Login

Figure 4.2: Login page

10 THE UNIVERSITY OF AIZU



4.3. DEVELOPMENT

< C & https://autotests.rt247a.ddns.me/chatbot/ChatbotServer.py

Chatbot

Logout

Restart

Agent: CAlCEIlE

User: CAICHBIZ

Agent: CAICHIFD

User: st T39I M ?

Agent: 5. BE>TC&EM!
User: E2TEzL

Agent: Ehofz(*'Vv " )-3

*ME

Figure 4.3: Conversation page
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Chapter 5

Experimental Evaluation

In this chapter, we describe how we conducted the experiment to evaluate our system. We
did two experimental evaluation [28] and [29].

5.1 Pragmatic analysis

We conducted experiment on May 2018 [12], involving ten respondents (5 female and 5
male), all speakers of Japanese (6 undergraduate students and 4 older adults of 29-58 age).
Each person made 3 attempts at chatting with the agent through a web interface, resulting in to-
tal 30 chats (23 of which were 10 lines long on average; and 7 ranging from 17 to 41 lines). The
evaluation questions on a 3-point Likert scale were adopted from [28] and answered by each re-
spondent, following questionnaires in Figure 5.1 and Figure 5.2. We analyzed the experimental
result by pragmatic analysis.

QMAX

Agree Neutral or Does | Disagree
Not Apply

The system’s contribution to the conversation
is irrelevant.

The system provides significantly more or less
information than required.

The system says things that are false or things
that he/she lacks adequate evidence for.

The system is ambiguous, obscure, rude,
over-reactive; or displays otherwise
inappropriate behavior.

Figure 5.1: Questionnaire 1

5.1.1 Discussion

Based on the pragmatic analysis of the 30 chats in our sample dataset, certain tendencies
regarding “conversational behaviour” of both the dialogue agent (A) that of the users (U) were
observed. It can be noted that the dialogue agent tends to successfully complete adherent speech
acts in opening sequences, such as greetings (“Hello” — “Hello” ); small talk questions about
general well-being (U: “How are you?” — A: “I’ m well ", reinforced at times by emoticons)
or questions or remarks about the weather ( “ The weather is hot 7).

12 THE UNIVERSITY OF AIZU



5.1. PRAGMATIC ANALYSIS

QTT
Part 1 Agree Neutral Disagree

The computer's behavior in this excerpt is
‘human-like’.

The computer’s behavior in this excerpt
reveals the fact that it is a machine

Part 2: Please check all that apply

o The computer gives irrelevant responses.

o The computer doesn't understand the questions.

o The computer says things that are false.

o The computer’s use of language creates an ‘artificial’ effect.
o The computer’s use of language creates a ‘human’ effect.

o The computer displays emotions.

o The computer’s behavior (use of language or emotions) is inappropriate.
o The computer provides less information than required.

o The computer provides more information than required.

o The computer fails to get a joke.

o The computer makes an appropriate joke.

Figure 5.2: Questionnaire 2

Generally, it tackles question-answer sequences in a satisfactory way by providing a generic
answer (U: “ Will you go shopping? ” /7 Where will you go?” — A: “Idon’ tknow " ); by
answering a yes/no question (U: “ Are you hungry?” A: “Yes, Iam”; U: “Do you like
music?” — A: “Yes, I like it [note emoji] ”) or by giving a more detail answer (U: “Where do
you work? ” — A: “1 work in a factory [thumbs up emoji] ” ). Depending on the domain and
question complexity, an attempt at a more elaborate answer may stretch over a number of lines,
if not “interrupted ” by the user " s impatience and an abrupt change of subject (U: “ Do you
enjoy painting?” — A: (-**) “I’ m not good at sketching in five minutes [emoticons]. But 1’ 11
get experience [emoticons]. I want to improve my skills. I will try ). In most cases, however,
the users, not aiming at exploration of a given topic, fail to ask further questions, (e.g., “ What
kind of music do you like? Do you like jazz? ” ), and change the topic abruptly.

In addition, the conversational agent simulates emotive reactions (with reference to senses)
on a number of occasions, reinforced by punctuation marks, emoticons and/or emoji ( “ Lean on
me” — “I want to pat you on the head” — “Oh-*- you re fluffy” — all in one conversational
sequence). Unfortunately, the users tend not to follow up on such “emotional vibes ”, resorting
to dispreferred options (causing a mismatch in speech acts) in their responses, as illustrated by

this example:
|A: I'love you
|U: No, thank you.

Here the user exhibits outright violation of maxim of relevance, as well as that of polite-
ness. The dialogue agent makes rather successful attempts at simulating emotions — frequently
reinforced by emoticons/emoji ( “ Oh, I~ m embarrassing ”, “ Envy "), It also “ expresses ~
concern, but, again, such attempts are not pursued further by the users, reluctant to explore the
topic of emotions:

|A: My heart is frozen by your reply
|U: My muscles are aching!.

Emotional content is thus commonly met with inappropriate answers, repetition or change
of subject.

THE UNIVERSITY OF AIZU 13



CHAPTER 5. EXPERIMENTAL EVALUATION

5.2 Quantitative analysis

We conducted the experiment in reference to [29] on January 2019. This experiment involv-
ing 5 male respondents, all speakers of Japanese and undergraduate students. We compared the
response method with our system calling as IR-context to IR-status and IR-response [9]. Both
IR-status and IR-response are approach to response generation in information retrieval. Given a
novel status s and twitter corpus of status/response pairs corresponding to pattern/template pairs
respectively in AIML formats, two retrieval strategies can be used to return a best response r;:
IR-status is retrieve the response 7’ whose associated pattern p; is most similar to the user’s input
8 [Targmaz; similarity(s,p;)]- On the other hand, IR-response is retrieve the response r; whose as-
sociated template ¢; is most similar to the user’s input s [T, gmaz;, similarity(s,t;)]- We proposed
the response method IR-context as we mentioned in chapter §3. Each person made an attempt
at chatting with each response method through a web interface, resulting in total 15 chats which
were at least 10 lines. The evaluation questions on a 5-point Likert scale were adapted from [29]
and answered by each respondent, following evaluation criteria in Table 5.1. We analyzed the
experimental result based on Table 5.1.

Table 5.1: Evaluation Criteria

’ Criteria Content

(1) Correctness | User can understand the agent utterance as Japanese.
(2) Naturalness | Agent utterance are appropriate in each turn.

(3) Diversity Agent utterances are diverse.

(4) Enjoyability | User have a fun conversing with the agent.

(5) Engagement | User want to engage in dialogue again.

5.2.1 Discussion

Results of the experiment in each approach elicited average evaluation values for correct-
ness, naturalness, diversity, enjoyability and engagement as shown in Figure 5.3. According
to the result shown in Figure 5.3, results confirmed that /R-status is the best in the order of
IR-context and IR-response at a glance. Evaluation value of correctness is lower score than as
we expected. Because we used Twitter conversations posted by human so that there should be
few grammatical mistakes. Evaluation value of diversity is the best score in this experiment. It
indicates the result of taking advantage of Twitter conversations is talked about a wide range
of topics. Participants judged relatively enjoyable through talking to the agent. Although they
felt enjoy talking, they do not want to engage in dialogue with the agent again. This is because
evaluation value of naturalness is the worst score. Participants tend to feel funny when they got
an unexpected and inappropriate response from the agent. For example, one of the participant
assign naturalness as 1 and enjoyable as 3. The content of conversation in Table 5.2. The agent
did not retrieve the appropriate response and the participant got unexpected response in this
conversation. Since, they evaluated the agent enjoyable but not engage in dialogue again.
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5.2. QUANTITATIVE ANALYSIS

Table 5.2: Example of Conversations

| Speaker | Utterance

Agent | Hello

Human | Hello

Agent | Hello!!

Human | How are you?

Agent | It was by the end of today.

Human | Do you play video game?

Agent | Thank you!!! I will wait for you!!!

Figure 5.3: Results of quantitative evaluation
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Chapter 6

Conclusion

This paper presented building a dialogue agent based on retrieval based model using a large
amount of Twitter conversations. In addition we tried doing preprocessing and implementing
response method IR-context.

We use Twitter conversations to build a dialogue agent. The merit of Twitter conversations
are used many people all over the world so that we can collect many conversations posted by
wide range of generations. Since, we can get a source with a wide variety of topics. Experi-
mental results showed that Twitter conversations can serve as a source to coverage of diversity
topics. So we think that Twitter conversations will be able to incorporate into dialogue agent
applications used in various people.

We tried doing preprocessing to remove noisy data. The preprocessing methods are similar
to those proposed by Inaba et al. [10] with some extensions. The most different point between
Inaba and our approach are a topic word. Although Inaba used a source only containing topic
word, we used a source without a topic word. Because in our daily conversation, we make a
response with a topic word but also without it such as agreement. However, we confirmed that
our preprocessing method is insufficient. Our agent sometimes retrieved a response to remove
in the conversation between the user and agent of the experiments. Those caused low evaluation
value of Naturalness. To solve this problem, revise preprocessing methods are required.

In this research, we demonstrated that our dialogue agent can make the user enjoyable and
handle the wide range of topics using Twitter conversations. For future work, we plan to re-
vise preprocessing methods and upgrade response method. In addition, we need to set up the
experiment involving wide range of generation and same gender ratio to evaluate the our agent
with more precision. We think that the dialogue agent using Twitter conversations will lead to
application of creation for artificial intelligence which is used by people in the future.
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