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   Abstract 
    In this study, we analyzed the numerical results 
calculated from the learning level of AI on each 
situation to construct the AI that is similar to the 
behavior of actual human. Speaking of each 
situation, we describe the most learning level by AI 
to adjust the difficulty of the opponent and recorded 
data for AI on Universal Fighting Engine. 
 
   1. Introduction 

The technology of artificial intelligence is       
developing every year. It is mainly used as        
statistical analysis on almost companies and the       
operating by the computer in video or arcade        
games. There is a type of game that uses the          
computer by artificial intelligence such as racing,       
sports, fighting game. We are interested in artificial        
intelligence in the computer of fighting game. The        
purpose of this study is how to construct artificial         
intelligence in the computer that behaves like       
human in fighting game. First, we have to reflect         
action data what computer learns and analyzes from        
recorded data that are real human played in fighting         
game to computer to construct artificial intelligence       
in the computer that behaves like. In this paper, we          
will check whether the artificial intelligence of the        
computer in fighting game can be close to human         
behavior through the data what artificial      
intelligence in computer learns from player. 
 
　2. Method 
 2.1. behavior capture 

Behavior capture is the method that is the         
structure that we need to make artificial intelligence        
of the computer to learn from data [1]. It is artificial           
intelligence of computer observes the behavior of       
player and automatically constructs data structure      
called knowledge base that consists of node that        
indicates each situation in game and the edge that         
indicates from current situation to another situation.  
 

 

 
Figure 1 : The structure of behavior capture  
 
2.2. Making playing data by player on        

UFE 
In our experiments, We use Universal Fighting        

Engine what is the framework that is running on         
Unity to develop fighting game for indie developers        
or small companies [2]. I think this is helpful to          
construct the computer like human behavior      
because we can control the aggressiveness of       
opponent and the combo efficiency that is to        
attempt to read the chains of attacks by player and          
the difficulties　of opponent what is running as       
computer such as easy, normal, hard and that        
computer takes minimum time to formulates its       
decision and execute it and save the playing data         
for checking how AI learns automatically. 
 

 
 



 
Figure 2. : Above: Universal Fighting Engine       
Below: Configuration of the parameter related      
to computer 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 2.3. Experimental Methods 
We have an already developed AI what is         

constructing knowledge-base for it based on      
behavior-capture for the boxing game and we are        
testing it on Universal Fighting Engine and play        
with the computer adjusted three difficulties such as        
easy, normal, hard to get the learning levels that AI          
could learn from the actions of player because we         
need to check the difference of how difficulty for         
player from easy to had. 

We increase automatic saved playing data on        
scripts and divided to every difficulties. So, We        
generated knowledge-based data from their scripts      
and recorded the learning levels of AI to make AI          
to learn playing data with different difficulties. 
 
　　3. Results 
　 3.1.  The table description 
We will explain Table 1, First, we could collect          

training sets consisting of 16 fighting matches       
between a human-controlled and built-in     
AI-controlled characters and we arranged their      
training sets by two on vertical columns. 
Next, Speaking of the horizontal rows, Z0 and Z1          

mean that AI could find the elements to find.         
Actually, Z0 is more precisely and better than Z1.         
ANF stands for “Action Not Found” and means        
that AI could not find the elements to learn. 
 
 3.2.  The experimental Results  
Table 2 shows, it tends to increase the results of Z0            
and Z1 that AI could learn and decrease “Action         
Not Found” that AI couldn’t learn. Speaking of the         
result about that AI could learn, Z1 is more than          
Z0 excepting for that AI learnt from playing data         
on difficulty of normal when training sets of        
knowledge base of the difficulty is hard at the first          
of training sets and Z0 is more than Z1 when the           
training sets of knowledge base of the difficulty is         
lower than the difficulty of playing data excepting        
for the playing data is normal and the training sets          
of knowledge base is easy. Z1 is more than Z0          
when it is higher than the difficulty of playing data          
at the last of training sets. Accordingly, When        
training sets is increasing, the results that describe        
that AI could learn would be increased in general. 
 
 
 
 



 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

 
Table 1 the numbers of the results about learning by AI 

 



 
Table 2 the rates of the results about learning by AI 

 
 

    4. Discussion and conclusion 
As shown in the table 1 and table 2, When we 
increase training sets, ANF(Action Not Found) is 
decreased and Z0 and Z1 is increased. Speaking of 
the degrees of learning by AI, It could learn to find 
from playing data well.　Basically, When the 
training sets is sixteen and the difficulty of it is 
more than the difficulty of playing data, Z1 is more 
than Z0. It can be observed that after 16 matches 
the AI can find a matching game situation in 100% 
of cases. Among them, 59.4% were found on the 
most-precise Z1 level, which we consider a good 
achievement. 
In conclusion, we demonstrated that the accuracy of 
the learning level by AI was higher because the 
elements what AI could learn is increased when we 
increase training sets and we adjust the difficulty of 
opponent to be almost equal to. 
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