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Abstract

Microblogs have radical spread among substantial
number of people all over the world in recent years.
Twitter is one of them, and it is a very popular tool
among Japanese Internet users. They post short mes-
sages called “tweets” on Twitter. They tweet their
moods, opinions, share information and sometimes
various silly phrases. Hence, Twitter offers many op-
tions for text classification. In this paper, I focus on
studying which approach is better for emotional clas-
sification, experimenting with various combinations of
vector creation, term extraction and machine learning
algorithms. Experimental results show that such clas-
sification is possible, but there are still points that can
be improved.

1 Introduction

Microblogs attract a large number of people in the
world in recent year. Twitter is the leading microblog-
ging platform, and it is especially popular in Japan
for Japanese-language blogging. People use Twitter to
share information, express their emotional state, dis-
cuss incidents, natural disasters, etc. Therefore, Twit-
ter is ample source of data for potential text classifi-
cation and mining. Hence, it is helpful source data
for companies to market their products. They want
to know how their products, service or news impress
people. They can find out the reaction to new products
from consumers on Twitter. Applying emotional clas-
sification to Twitter is an important task for companies
to improve their service. There are existing research
efforts of classifying documents using machine learn-
ing algorithms in English [1] [2].

In this paper, I investigate which approach is able
to get better result by testing different combinations of
vector creation, term extraction and machine learning
algorithms to build a classifier for emotional classifica-
tion of Japanese documents. I used Twitter corpus [3]
and RapidMiner [4] to experiment.

Supervised by Maxim Mozgovoy
2 Experiment

I have a corpus which contains 3852 tweets marked
with eight emotions: as anger, disgust, sadness, sur-
prise, fear, happiness, pride and embarrassment (see
Table 1). I experimented with two kinds of emotional

Table 1: Organization of corpus

number of tweets
anger 1.7%
disgust 2.0%
sadness 6.5%
fear 0.6%
happiness 11.1%
pride 1.6%
surprise 5.0%
embarrassment 0.5%
non-emotion 72.7%

classification. The first experiment is to create a clas-
sifier for categorizing tweets into happiness and non-
happiness categories. The happiness emotion was se-
lected because text classification needs big datasets,
and the happiness emotion is the most widespread
emotion in our corpus (so there is a considerable sam-
ple of tweets marked with “happiness”).

The second experiment is to categorize tweets into
positive and negative. The positive group included the
tweets marked with happiness and pride emotions. The
negative group included the tweets marked with anger,
disgust, sadness and fear.

2.1 RapidMiner

For the experiments, I use RapidMiner, which is an
open source predictive analytics tool (free commu-
nity version). RapidMiner includes a number of ma-
chine learning methods, enough for our purposes. It
basically requires no coding, and users just drag and
drop the necessary operators that process the data. We
can analyze the data without writing machine learn-
ing algorithms, and use different options of operators
quickly and easily.
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2.2 Experimental setup

I formed the two groups of tweets as described above.
The first group includes happiness- and non-happiness-
marked tweets. There are about 11% of tweets marked
with happiness and about 73% marked with non-
happiness. “Non-happiness” here means all tweets of
the dataset, excluding tweets marked with happiness. 1
put all happiness” tweets into one folder and all the
rest into another folder. There are 423 “happiness”
tweets, so I prepared seven folders for “non-happiness”
tweets, each including 423 “non-happiness” tweets as
well, to experiment seven times in each combination to
get average results.

The second group consists of “’positive” and “neg-
ative” tweets. I prepared 389 tweets for each group.
The number of tweets is smaller in this experiment,
because we do not have more tweets in our collection
marked with negative emotions. Each set was placed
into a separate folder.

2.3 Term extraction

Extracting terms from documents is a fundamental
task in natural language processing, and we have to
do some preparations to extract terms from Japanese
tweets before doing experiments in RapidMiner.

First, I performed filtering. Each tweet is composed
of a username and a content line such as ” @sample #i
FHETE LW —KHARED = ALrRESETTR ! "
We need only the content of tweets, so that we have to
remove Twitter usernames and English words. I split
tweets to elements by spaces, and removed the terms
having as the first character an English or non-letter
symbol, so that the usernames are completely removed.

Next, we need to consider how tweets segment to
terms. I adapted several methods based on n-grams and
morphological analysis. An n-gram is an n-character
sequence of document content. Morphological anal-
ysis allows to divide the documents at the morpheme
level. It is possible to segment documents with n-gram
in RapidMiner, but there is no built-in function for
morphological analysis, so I used MeCab [5] for this
work. Mecab is an open source morphological analy-
sis engine. I prepared five tokenized collection for the
experiments, using the following elements as tokens:
unigrams, bigrams, trigrams, morpheme unigrams and
morpheme bigrams.

The following Japanese texts are examples of each
tokenization after filtering. The character > $ * is used
as a split character.
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original text after applying filtering

HRIBE TR L W—REAED H =0 AP RETY
7l
unigram of character unit
FSKISHSTIHEILSIWVE —SKIMF$HES D
$HS =3 SASPSIHmEIFEETETSNG!S
bigram of character unit

HRL SRS TS THEIELSLLEWVW—§—
KIRHSHBESBEDE DS W= =S AT A
RIS EESETITT ST RS
trigram of character unit

SRIEE S RIEE T S B TR S THLU S LW LW
=SV —KEASREAES D $EEDH § D
A=SA=2 S =0 A SIRAINS AN S i $ B
HmTSEmTTS$TcIhRsdnl$
unigram of morpheme unit

SHSKIELS TEHELWS —REFES DS =
$ANSHEES TSR $S
bigram of morpheme unit

PRI SR T S THL WS L W—K $ —5KH]
BSMED S D= H=ZR A S RAPERE $ I
HTTSTIhsh!l$

2.4 Implementation

I performed two experiments for building a classifier
on RapidMiner as follows.

First, we load the annotated tweet corpus to Rapid-
Miner, divided into two classes: happiness class and
non-happiness class.

Second, we need to apply tokenization. RapidMiner
has numerous built-in functions (“operators”), in par-
ticular, for n-gram generation. For the case of uni-
grams, bigrams and trigrams of characters I apply such
an n-gram generation operator to obtain the tokenized
collection. For the case of morpheme units I had to
load tweets that were already tokenized with MeCab.

Third, we set the options of vector creation operator.
It creates a word vector from our tokenized collection.
A word vector expresses features of our input data,
which will be used in machine learning algorithms. I
used three different vector creation methods: binary
term occurrences, term frequency and tf-idf [6]. Binary
term occurrences mean the fact of presence of the term
in the document (a Boolean value). Term frequency is
the weight proportional to the number of times the term
occurs in the document. TF-IDF is a metrics of "term
frequency-inverse document frequency”. Inverse doc-
ument frequency reduces the weight of the term that
occurs often, and increases the weight of the term that
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occurs rarely. TF-IDF is able to get the combination of
both weight of term frequency and inverse document
frequency.

Finally, the created word vector is used in the ma-
chine learning algorithms to create the model and eval-
uate the it. [ used the following machine learning algo-
rithms: support vector machine, naive Bayes, k nearest
neighbor and decision trees [7].

To test the model a cross validation method is used
[8]. It evaluates the accuracy of the model. It divides
our tokenized collection into a training set and a test
set. I selected ten number of validations. It means,
divide our tokenized collection into ten same size and
measure the model for each iteration. So it is repeated
ten times to evaluate the model and get the average of
evaluating. RapidMiner will show how the model per-
formed.

3 Results

We obtained accuracy, precision and recall values from
the confusion matrix generated by RapidMiner (shown
in Table 3 Table 4, Table 5, and Table 6) [8]. A con-
fusion matrix describes information about actual and
predicted classification done by a classification sys-
tem. [9] For example, Table 2 is a confusion matrix
that is classified into positive class and negative class,
I explain its component below Table 2.

We got the result of experiment such as Table 3. Itis
the one of the result as classifying happiness and non-
happiness. This is expressing confusion matrix for a
performance in combination with support vector ma-
chine, bigram of character unit and tf-idf of classifying
happiness and non-happiness.

Table 2: Confusion Matrix

Actual
Negative | Positive
Predicted | Negative TN FN
Positive FP TP

o TP is true positive that the model correctly pre-
dicted positive class and the actual class is posi-
tive.

e TN is true negative that the model correctly pre-
dicted negative class and the actual class is nega-
tive.
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o FP is false positive that the model incorrectly pre-
dicted positive class and the actual class is nega-
tive.

e FN is false negative that the model incorrectly
predicted negative class and the actual class is
positive.

e Accuracy is the percentage of total number of
predictions which are correct.

e Precision is the percentage in case of predicted
positive(negative) cases which are correct.

e Recall is the percentage in case of predicted posi-
tive(negative) cases which are correctly identified.

They are obtained with the following calculations:

TP+TN
accuracy =
TP+TN+FP+FN
ision (positive class) TP
S S lass) = ————
precision (positive cla TP i FP
TP
1 jtive cl = —
recall (positive class) TP+ FN
sion ( tive class) TN
T n (n = —
precision (negative class TN+ FN
TN
1l tive cl = —
recall (negative class) TN+ FP

Table 3: Confusion matrix of SVM-bigram-tfidf

Actual
happiness | non-happiness
Predicted | happiness 358 205
non-happiness 65 218

Table 4: Precision and recall of SVM-bigram-tfidf

Happiness | Non-happiness
Precision 63.59 77.03
Recall 84.63 51.54

According to the Tables 3 and 4 the value of accu-
racy is 68.09 for the combination of SVM, bigram, and
TF-IDF methods. Most results in classifying happi-
ness and non-happiness are similar. The recall value
of happiness is always higher than of non-happiness,
and the precision value of happiness is lower than of
non-happiness (like in Table 4).
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Table 5: The result of classifying tweets to happiness
and non-happiness categories. Each value is the aver-
age accuracy over seven tests. Bold values indicate the
best results in each combination of methods.

‘ token ‘ word vector ‘ SVM ‘ NB ‘ K-NN ‘ DT ‘
unigram TF-IDF 63.66 | 58.05 | 58.57 | 56.53
TF 64.46 | 58.44 | 60.31 | 55.91
BTO 64.91 | 56.48 | 59.44 | 54.78
bigram TF-IDF 64.05 | 61.05 | 59.37 | 59.99
TF 64.76 | 61.53 | 59.77 | 59.53
BTO 64.34 | 61.62 | 60.23 | 56.75
trigram TF-IDF 59.17 | 57.77 | 59.12 | 58.48
TF 59.81 | 58.53 | 59.73 | 58.47
BTO 60.58 | 58.72 | 49.48 | 56.78
morpheme TF-IDF 62.87 | 56.76 | 59.99 | 56.5
unigram
TF 63.37 | 58.06 | 59.13 | 56.70
BTO 62.39 | 57.23 | 55.26 | 54.92
morpheme TF-IDF 56.08 | 57.64 | 59.01 | 53.75
bigram
TF 56.60 | 58.03 | 58.84 | 53.07
BTO 56.28 | 57.80 | 48.97 | 51.58

Table 6: The result of classifying tweets to positive and
negative categories. Each value shows accuracy. Bold
values indicate the best results in each combination of
methods.

| token | word vector [ SVM [ NB_ | K-NN [ DT |
unigram TF-IDF 71.59 | 6220 | 69.81 | 63.87
TF 74.54 | 62.33 | 70.44 | 68.25
BTO 71.85 | 5861 | 68.77 | 67.87
bigram TF-IDF 79.82 | 71.46 | 7299 | 64.77
TF 79.82 | 74.55 | 74.80 | 63.50
BTO 80.59 | 74.16 | 6838 [ 65.69
trigram TF-IDF 76.47 | 71.98 | 75.83 | 65.17
TF 76.48 | 71.84 | 76.60 | 64.26
BTO 77.37 | 71.84 | 5423 [ 62.60
morpheme TF-IDF 78.79 | 70.30 | 71.33 | 66.32
unigram
TF 79.69 | 72.62 | 68.25 | 65.81
BTO 7828 | 67.74 | 70.05 | 61.70
morpheme | TF-IDF 70.17 | 6850 | 7171 | 58.87
bigram
TF 70.69 | 69.02 | 71.21 | 57.85
BTO 6837 | 69.02 | 5373 [ 57.33
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4 Conclusion

In this research, I investigated how various combi-
nations of methods contribute to the performance of
model for classifying Japanese tweets. Classifica-
tion tweets into the categories of happiness and non-
happiness are not very reliable, while classification
into positive and negative tweets show relatively high
accuracy. The latter classification produced better re-
sults despite the small size of our dataset. We can know
the best results from Tables 5 and 6. I could get accu-
racy 64.91 in classification of happiness/non-happiness
and 80.59 in classification of positive/negative. Sum-
marizing the results, we can highlight the following
points.

e Support vector machine algorithm and ensured
the best performance in all experiments.

e The choice of n-grams or morphological analysis
method had virtually no impact on the quality of
classification.

e There is also not much difference in each vector
creation algorithm.

5 Future work

For the future research, there are possible improve-
ments that should increase the overall performance.
First, we needed a larger annotated emotion dataset.
Second, morphological analysis with Mecab is not al-
ways reliable. It cannot deal with unknown words,
because it uses a dictionary to perform morphological
analysis. If there are unknown words in the document,
it will not process them correctly. Furthermore, it is not
always able to find the boundaries of words in the doc-
ument. These problems are hard to address and need
more research.
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