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Abstract 
Modern part-of-speech (POS) tagging tools can 

provide high quality markup for grammatically 
correct documents, but ungrammatical sentences can 
be challenging for them. In this work we study the 
problem of POS tagging for the texts that contain 
grammatical errors, and show how POS-taggers can 
be improved for  use in this context. Specifically, we 
propose to include ungrammatical POS-tagged 
sentences into the text corpus used to train a tagger 
(presumably, a tagger is based on a certain variation 
of machine learning).  

Keywords 
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1    Introduction 
Part of speech (POS) is one of the types into which 

words are divided in grammar according to their use, 
such as noun, verb, or adjective. POS tagging is to 
clarify a word and to annotate the POS of it. To be 
more specific, it is the process of marking up a word 
within a text as corresponding to a specific POS, 
based on its form, and context of larger syntactic 
frames like phrases, sentences, and paragraphs [1]. As 
for one word, if only one part of speech, there is not a 
problem. But English have words which have plural 
POS. For example,  

 
 
 
 
Figure 1: A word which have plural POS 

 
“Train” of 1)  is a verb. But  “train” of 2) is noun. 

Although it is the same word, POS is different. Thus 
in order to decide on one POS, an algorithm becomes 
necessary. At first Show the example of the POS 
tagging in Figure 1. 

 
 
 

Figure 2: Example of POS tagging 
 
POS tagging is an inevitable stage for a variety of 

natural language processing tasks. In particular, it is 

performed as a prerequisite for word sense 
disambiguation [2], parsing [3], and semantic 
classification [4]. Grammar checking software also 
can make use of part-of-speech markup. For instance, 
Language Tool — an extensible open source 
grammar checker allows the users to include POS 
tags into grammatical mal-rules 5]. 

The latter scenario, though, brings a new challenge. 
Most POS taggers are based on machine learning 
algorithms. In order to train and evaluate a tagger, 
one needs a POS-tagged text corpus, and typically 
such corpora consist of grammatically correct 
sentences only. However, in grammar checking we 
are also equally interested in the quality of POS 
tagging of sentences that contain grammatical errors. 

This paper is dedicated to the problem of part of 
speech tagging in the domain of ungrammatical 
phrases. In the next section, explaining a background 
of POStagger. With section 3, analyzing the quality of 
existing part of speech taggers, then suggest and 
evaluate possible improvements through the inclusion 
of ungrammatical POS-tagged sentences into the 
training text corpus. 

2    Background 
As already mentioned, most today’s part-of-speech 

taggers are typically based on machine learning. The 
tagger is first trained on a POS-tagged corpus, 
serving as a gold standard. Then the tagger uses 
obtained knowledge to markup unknown texts 
(Figure 3).  

The taggers can implement different approaches to 
machine learning, such as support vector machines 
[6], maximum entropy modeling [7], decision trees 
[8], hidden Markov models [9], and so on. 

A good training corpus should be unbiased, i.e. it 
should adequately represent possible input data. In 
practice, POS taggers are usually trained with well-
known corpora, such as Brown [10] or OANC [10] 
for English. However, these corpora typically do not 
contain ungrammatical sentences, and thus they 
cannot be considered unbiased for the domain of 
computer-aided grammar checking. 

Unfortunately, the same experiment of 
predecessors was not able to be found.  
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Figure 3: Flow of POS tagging 
 

3    Experiments 

3.1    Initial Step 

For our experiments, we have selected two 
machine learning-based POS taggers: SVMTool and 
GCTag. SVMTool is an efficient POS tagger, based 
on support vector machines [6]. The second tagger, 
GCTag, is our own straightforward implementation 
of maximum entropy-based tagging scheme, similar 
to MXPOST [7] and based on open source Maximum 
Entropy Modeling (maxent) toolkit [12]. 

We used portions of manually POS-annotated 
Brown corpus [10] to train and test parsers. Our 
initial training set contains 260 179 tokens, and the 
test set consists of 412 075 tokens. 

For this setup, the chosen POS taggers achieve the 
following levels of accuracy: SVMTool — 94.56%; 
GCTag — 91.11%. While SVMTool and GCTag 
exhibit lower accuracy than the current state-of-the-
art projects, they do not implement ad-hoc and 
language-dependent tricks, thus providing reliable 
results for general evaluation of machine learning-
based approaches to part-of-speech tagging. 

3.2    Introducing Errors 

Though text collections that contain 
ungrammatical sentences (error corpora) are well-
known, they usually miss part-of-speech annotation. 
For the future experiments we plan to employ a range 
of artificial error creation methods [13, 14] to a 
number of POS-annotated texts in order to obtain a 
reasonable POS-annotated error corpus. However, 
within the present experiment we decided to 

concentrate on the following subset of selected 
simple errors. 

 
Error Type 1: Wrong verb type. A verb of type VB 
(non-3rd-person singular present) is used instead of 
VBZ (3rd-person singular present) and vice versa. 
 
Error Type 2: Wrong singular/plural form. A 
plural noun (NNS) is used instead of a singular noun 
(NN) and vice versa. 
 
Error Type 3: Missing article. An article (a / the) is 
missing. 
 

To create these errors, we wrote a computer 
program that performs the necessary substitutions 
(error types 1 and 2) and deletions (error type 3). For 
error types 1 and 2 we invoke AOT morphology 
analyzer and generator [14] in order to obtain desired 
verb and noun forms. 

3.3    Tagging Accuracy of Modified 
Texts 

First, let us evaluate the performance of part-of-
speech taggers, trained with the initial (error-free) 
training set, on modified versions of the test set, 
containing errors of type 1-3. The results are 
summarized in Table 1. 

 
Table 1: Tagging accuracy on modified test set 

Error 
type 

Tokens 
modified 
or deleted 

(%) 

SVMTool 
accuracy 

(%) 

GCTag 
accuracy 

(%) 

no errors 0 94.56 91.11 

1 3.59 92.70 89.49 

2 17.26 94.09 90.04 

3 8.19 93.62 89.63 

1, 2 20.85 92.32 88.60 

1, 2, 3 29.04 91.28 86.74 

 
As we expected, biased training sets indeed cause 

degradation in the quality of POS tagging. Modified 
test sets contain contexts, never found in the training 
set. Consequently, the taggers become more prone to 
errors, regardless of their underlying algorithm 
(support vector machines or maximum entropy 
model). 

3.4    Modifying Training and Test Sets 
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Now let us see how the inclusion of the same type 
1-3 errors into the training set affects POS tagging. 
The experiments involve training the taggers on the 
following modified training sets: 

 
1. (source set) ∪ (source set); 

 
2. (source set) ∪ (source set with errors of type 1) 

 
3. (source set) ∪ (source set with errors of type 2) 

 
4. (source set)  ∪(source set with errors of type 3) 

 
5. (source set) ∪ (source set with errors of types 1 

and 2) 
 

6. (source set) ∪ (source set with errors of types 1, 
2, and 3) 

 
We have doubled the source set for the first 

experiment in order to keep the same size of the 
training set for all sessions. We also decided to skip 
the experiments that involve modified source sets 
only, as we presume that in practice the tagger should 
be always able to process both grammatical and 
ungrammatical sentences (and thus it should be 
trained on the set that contains both erroneous and 
error-free texts). 

Our new test sets are, however, not combined with 
the copies of the source test set, and include the 
following corpora: 1) source test set (without errors); 
2) source test set with errors of type 1; 3) source test 
set with errors of type 2; 4) source test set with errors 
of type 3; 5) source test set with errors of types 1 and 
2; 6) source test set with errors of types 1, 2, and 3. 

3.5    Results 

The accuracy values for our taggers, trained on all 
modified training sets, are shown in Table 2 and 
Table 3. 

 
Table 2: SVMTool - Tagging accuracy evaluated 

with modified training and test sets 
 Errors in the test set* 

0 1 
3.59 

2 
17.26 

3 
8.19 

1, 2 
20.58 

1, 2, 3 
29.04 

E
rr

or
s 

in
 th

e 
tr

ai
ni

ng
 s

et
*  

0 94.56 92.70 94.09 93.62 92.32 91.28 

1 
3.66 

92.45 94.69 91.74 91.34 93.93 93.0 

2 
16.26 

93.21 91.17 94.83 92.22 92.72 91.66 

3 
9.10 

85.38 83.82 85.29 93.80 83.47 91.42 

1, 2 
19.92 

91.38 93.35 92.76 90.28 94.79 93.93 

1, 2, 3 
28.26 

82.95 84.97 84.25 90.37 86.33 94.06 

* Error type and the percentage of modified or deleted 
tokens 
 
Table 3: GCTag - Tagging accuracy evaluated with 

modified training and test sets 
 Errors in the test set* 

0 1 
3.59 

2 
17.26 

3 
8.19 

1, 2 
20.58 

1, 2, 3 
29.04 

E
rr

or
s 

in
 th

e 
tr

ai
ni

ng
 s

et
*  

0 91.11 89.49 90.04 89.63 88.60 86.74 

1 
3.66 

88.87 91.22 87.76 87.20 89.89 88.09 

2 
16.26 

89.81 88.13 91.58 88.25 89.75 87.79 

3 
9.10 

82.48 80.78 81.66 90.0 80.15 86.97 

1, 2 
19.92 

87.82 89.82 89.39 86.14 91.58 89.63 

1, 2, 3 
28.26 

79.39 81.38 80.84 86.52 83.02 89.99 

* Error type and the percentage of modified or deleted 
tokens 

3.6    Analysis 

Unsurprisingly, the best results are most often 
achieved with training and test sets that match each 
other (i.e., when the training set and the test set 
contain the same types of errors). Likewise, the worst 
results are obtained in the experiments with most 
differences between training and test sets. 

The accuracy of POS tagging for texts with errors 
is higher when the parser is trained with a training set 
that also contains ungrammatical sentences. This 
observation supports our initial idea: part-of-speech 
tagging for ungrammatical sentences can be 
improved through the inclusion of ungrammatical 
sentences into the training set. This technique works 
for both taggers evaluated in our experiments. 

However, a modified tagger should be able to 
handle both grammatical and ungrammatical 
sentences. We have to admit that the inclusion of 
ungrammatical sentences into the training set causes 
significant reduction of accuracy when tagging error-
free texts. Let us discuss the most valuable figures, 
obtained during the experiments (see Table 4). 

 
Table 4: Accuracy of modified taggers for error-

free and all-errors-included corpora 
 Errors in the test set 
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0 1, 2, 3 

E
rr

or
s 

in
 

th
e 

tr
ai

ni
ng

 
se

t 

0 
SVMTool 

GCTag 
94.56 
91.11 

91.28 
86.74 

1, 2, 3 SVMTool
GCTag 

82.95 
79.39 

94.06 
89.99 

 
As it can be seen, the taggers, trained with 

modified training sets, exhibit roughly the same 
performance on the test set with errors, as the original 
taggers on the original (error-free) test set. However, 
the modified taggers show noticeably lower accuracy 
on the error-free test set: the exclusion of errors in the 
test set causes considerable drop in accuracy from 
94.06% to 82.95% in case of SVMTool, and from 
89.99% to 79.39% in case of GCTag. 

Interestingly, different error types in the training 
set cause significantly different degradation in 
tagging accuracy. Among our grammatical errors, 
error type 3 makes the largest contribution into this 
problem. For example, the inclusion of type 1 error 
into the training set decreases the accuracy of 
SVMTool on the error-free test set from 94.56% to 
92.45%. Error type 2 causes less degradation (to 
93.21%), and error type 3 provides considerable 
decrease of accuracy to 85.38%. Note that in our test 
set error type 3 is responsible for only 8.19% 
modified tokens, while for error type 2 this value is 
more than twice higher (17.26%). By keeping errors 
1 and 2 only in the training set, we can obtain better 
figures (see Table 5). 

 
Table 5: Accuracy of modified taggers for the 

selected training and test corpora 
 Errors in the test set 

0 1, 2, 3 

E
rr

or
s 

in
 

th
e 

tr
ai

ni
ng

 
se

t 

0 
SVMTool 

GCTag 
94.56 
91.11 

91.28 
86.74 

1, 2 
SVMTool 

GCTag 
91.38 
87.82 

93.93 
89.63 

 
This observation leads to the conclusion that for 

our experiments the training set containing error 
types 1 and 2 only can be considered as a reasonable 
trade-off. 

4    Discussion and Conclusions 
Part-of-speech tagging of ungrammatical sentences 

is an important sub-problem for a variety of natural 
language processing tasks, including computer-aided 
grammar checking. Most current part-of-speech 
taggers are not specifically designed to handle 
sentences that contain grammatical errors, and thus 

(as our experiments show) exhibit lower performance 
while processing ungrammatical phrases. 

We have implemented and evaluated a 
straightforward way to tackle this problem, which 
consists in the use of error corpus (i.e. a POS-tagged 
text collection that contains ungrammatical 
sentences) for training a tagger. 

Our experiments show that a tagger, trained with a 
combined corpus that contains both grammatical and 
ungrammatical sentences, is indeed able to tag 
ungrammatical text with high accuracy, comparable 
to the performance of the original tagger on error-free 
texts. However, this modification causes notable 
performance degradation in tagging error-free texts. 

We have noted that this degradation highly 
depends on the types of errors, included into the 
training set. For instance, word form errors (incorrect 
verb and noun forms in our experiments) affect 
accuracy much less than missing words (omitted 
articles). 

Therefore, we can conclude that our method is able 
to achieve the initial goal: to improve part-of-speech 
tagging for texts that contain grammatical errors. 
However, the inclusion of errors into the training 
corpora has to be done with care. Each type of 
grammatical fault should be tested separately in order 
to make sure that it does not cause significant loss of 
accuracy. In any case, the resulting tagger will exhibit 
trade-off performance: by improving accuracy of 
tagging erroneous sentences, we inevitably reduce the 
quality of processing error-free texts and vice versa. 

5    Future Works 
Because there were few error types and taggers 

which occurred this time, future research will likely 
increase the error type and the kinds of taggers. 
Thereby, a better result may be obtained by choosing 
the appropriate errors.  
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